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Semidefinite programming (SDP) problems are concerned with minimizing a linear function of a symmetric positive definite matrix subject to linear equality constraints. These convex problems are solvable in polynomial time by interior point methods. However, if the number of constraints $m$ in an SDP is of order $O(n^2)$ when the unknown positive semidefinite matrix is $n \times n$, interior point methods become impractical both in terms of the time ($O(n^6)$) and the amount of memory ($O(m^2)$) required at each iteration to form the $m \times m$ positive definite Schur complement matrix $M$ and compute the search direction by finding the Cholesky factorization of $M$. This significantly limits the application of interior-point methods. In comparison, the computational cost of each iteration of first-order optimization approaches is much cheaper, particularly, if any sparsity in the SDP constraints or other special structure is exploited. This dissertation is devoted to the development, analysis and evaluation of two first-order approaches that are able to solve large SDP problems which have been challenging for interior point methods.

In chapter 2, we present a row-by-row (RBR) method based on solving a sequence of problems obtained by restricting the $n$-dimensional positive semidefinite constraint on the matrix $X$. By fixing any $(n-1)$-dimensional principal submatrix of $X$ and using its (generalized) Schur complement, the positive semidefinite constraint is reduced to a simple second-order cone constraint. When the RBR method is applied to solve the max-
cut SDP relaxation, the optimal solution of the RBR subproblem only involves a single matrix-vector product which leads to a simple and very efficient method. To handle linear constraints in generic SDP problems, we use an augmented Lagrangian approach. Specialized versions are presented for the maxcut SDP relaxation and the minimum nuclear norm matrix completion problem since closed-form solutions for the RBR subproblems are available. Numerical results on the maxcut SDP relaxation and matrix completion problems are presented to demonstrate the robustness and efficiency of our algorithm.

In chapter 3, we present an alternating direction method based on the augmented Lagrangian framework for solving SDP problems in standard form. At each iteration, the algorithm, also known as a two-splitting scheme, minimizes the dual augmented Lagrangian function sequentially with respect to the Lagrange multipliers corresponding to the linear constraints, then the dual slack variables and finally the primal variables, while in each minimization keeping the other variables fixed. Convergence is proved by using a fixed-point argument. A multiple-splitting algorithm is then proposed to handle SDPs with inequality constraints and positivity constraints directly without transforming them to the equality constraints in standard form. Numerical results on frequency assignment, maximum stable set and binary integer quadratic programming problems, show that our algorithm is very promising.
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Chapter 1

Introduction

1.1 Background and Motivation

Semidefinite programming (SDP) problems are concerned with minimizing a linear function of a symmetric positive semidefinite matrix subject to linear equality constraints. Although the positive semidefinite constraint is nonlinear and nonsmooth, these convex problems are solvable in polynomial time by interior point methods [52, 56, 59]. Consequently, SDPs have been a very successful and powerful tool for modeling many applications arising from combinatorial optimization, nonconvex quadratic programming, eigenvalue and nonconvex optimization, systems and control theory, structural design, matrix completion problems, and problems in statistics and engineering since the late 1980s and 1990s.

Unfortunately, however, in practice large scale SDPs are quite difficult to solve because of the very large amount of work required by each iteration of an interior point method. Most of these methods form a positive definite $m \times m$ matrix $M$, where $m$ is the number
of constraints in the SDP, and then compute the search direction by finding the Cholesky factorization of $M$. Since $m$ can be $O(n^2)$ when the unknown positive semidefinite matrix is $n \times n$, it can take $O(n^6)$ arithmetic operations to do this. Consequently, this becomes impractical both in terms of the time and the amount of memory required ($O(m^2)$) when $n$ is much larger than one hundred and $m$ is much larger than a few thousand. Moreover forming $M$ itself can be prohibitively expensive unless $m$ is not too large or the constraints in the SDP are very sparse [23].

On the contrary, although the computational complexity of the first-order optimization methods is not polynomial, each of their iterations can be executed much more cheaply than in an interior point algorithm. This enables them to solve very large SDPs efficiently. In particular, first-order augmented Lagrangian approaches have been proposed for both the primal and dual formulations of SDPs, and different ways have been used to minimize the augmented Lagrangian function depending on how the positive semidefinite constraints are handled. In [11, 12], the positive definite variable $X$ is replaced by $RR^\top$ in the primal augmented Lagrangian function, where $R$ is a low rank matrix, and then nonlinear programming approaches are used. In [64], the positive semidefinite constraint is represented implicitly by using a projection operator and a semismooth Newton approach combined with the conjugate gradient method is proposed to minimize the dual augmented Lagrangian function. The regularization methods [42] (and the related boundary point method [46]) are also based on a dual augmented Lagrangian approach and they use an eigenvalue decomposition to maintain complementarity. In [9, 14], a coordinate descent method and eigenvalue decomposition are used to minimize the primal augmented Lagrangian function. A gen-
eralized version of the augmented Lagrangian method is used in [37] by constructing a special penalty function for matrix inequalities.

This dissertation is devoted to the development, analysis and evaluation of two first-order approaches based on an augmented Lagrangian framework. In chapter 2, we present a row-by-row (RBR) method. By fixing any \((n - 1)\)-dimensional principal submatrix of \(X\) and using its Schur complement, the positive semidefinite constraint is reduced to a simple second-order cone constraint and then a sequence of second-order cone programming problems constructed from the primal augmented Lagrangian function are minimized. Specialized versions are presented for the maxcut SDP relaxation and the minimum nuclear norm matrix completion problem since closed-form solutions for the RBR subproblems are available. In particular, when the RBR method is applied to solve the maxcut SDP relaxation, the optimal solution of the RBR subproblem only involves a single matrix-vector product which leads to a simple and very efficient method.

In chapter 3, we first present an alternating direction method for solving SDP problems in standard form. At each iteration, the algorithm, also known as a two-splitting scheme, minimizes the dual augmented Lagrangian function sequentially, first with respect to the Lagrange multipliers corresponding to the linear constraints, and then with respect to the dual slack variables while keeping the other variables fixed, after which it updates the primal variables as in a standard augmented Lagrangian method. A multiple-splitting algorithm is then proposed to handle SDPs with inequality constraints and positivity constraints directly without transforming them to the equality constraints in standard form.


### 1.2 Preliminaries

#### 1.2.1 Basic Notations

We denote the set of real numbers by \( \mathbb{R} \) and the set of vectors with \( n \) components in \( \mathbb{R} \) by \( \mathbb{R}^n \). The superscript “\( \top \)” denotes the transpose operation. The inner product between vectors \( x \in \mathbb{R}^n \) and \( y \in \mathbb{R}^n \) is defined as

\[
\langle x, y \rangle := x^\top y = \sum_{j=1}^{n} x_j y_j.
\]

The \( \ell_2 \)-norm of a vector \( x \) is given by \( \|x\|_2 = \sqrt{x^\top x} \). The vector \( \begin{pmatrix} x \\ y \end{pmatrix} \) obtained by stacking the vector \( x \in \mathbb{R}^p \) on the top of the vector \( y \in \mathbb{R}^q \) is also denoted by \([x; y] \in \mathbb{R}^{p+q}\).

The set of real matrices with \( m \) rows and \( n \) columns is denoted by \( \mathbb{R}^{m \times n} \). The operator norm \( \|A\|_2 \) of \( A \in \mathbb{R}^{m \times n} \) is defined as

\[
\|A\|_2 := \max_{0 \neq x \in \mathbb{R}^n} \frac{\|Ax\|_2}{\|x\|_2}.
\]

The notation \( X \geq 0 \) \((X > 0)\) means that every component of the matrix \( X \) is nonnegative (positive). A matrix \( X \in \mathbb{R}^{n \times n} \) is said to be positive definite (semidefinite), denoted by \( X > 0 \) \((X \succeq 0)\), if \( y^\top X y > 0 \) \((y^\top X y \geq 0)\), for all \( 0 \neq y \in \mathbb{R}^n \).

The set of \( n \times n \) symmetric matrices is denoted by \( S^n \) and the set of \( n \times n \) symmetric positive semidefinite (positive definite) matrices is denoted by \( S^n_+ \) \((S^n_{++})\). The trace of \( X \),
i.e., the sum of the diagonal elements of \( X \), is denoted by \( \text{Tr}(X) \). The inner product between two matrices \( A \in \mathbb{R}^{m \times n} \) and \( B \in \mathbb{R}^{m \times n} \) is defined as

\[
\langle A, B \rangle := \sum_{jk} A_{j,k}B_{j,k} = \text{Tr}(A^\top B).
\]

The Frobenius norm of a matrix \( A \in \mathbb{R}^{m \times n} \) is defined as \( \|A\|_F := \sqrt{\sum_{i,j} A_{i,j}^2} \). The identity matrix is denoted by \( I \). We write \( \text{diag}(X) \) for the vector of diagonal entries of \( X \in \mathbb{S}^n \), and \( \text{diag}(x) \) for the diagonal matrix with the vector \( x \in \mathbb{R}^n \) on its diagonal. Let \( \text{vec}(X) \) be a vector that contains the columns of the matrix \( X \), stacked each on top of the next in the order that they appear in the matrix, and \( \text{mat}(x) \) be a matrix \( X \) such that \( x = \text{vec}(X) \).

### 1.2.2 Semidefinite Programming

In this dissertation, we mainly consider the standard form SDP:

\[
\begin{align*}
\min_{X \in \mathbb{S}^n} \quad & \langle C, X \rangle \\
\text{s.t.} \quad & \mathcal{A}(X) = b, \quad X \succeq 0,
\end{align*}
\]

(1.2.1)

where the linear map \( \mathcal{A}(\cdot) : \mathbb{S}^n \to \mathbb{R}^m \) is defined as

\[
\mathcal{A}(X) := \left( \langle A^{(1)}, X \rangle, \ldots, \langle A^{(m)}, X \rangle \right)^\top,
\]

(1.2.2)
the matrices $C, A^{(i)} \in S^n$, $i = 1, \cdots, m$, and the vector $b \in \mathbb{R}^m$ are given, and the unknown matrix $X \in S^n$. Note that the equation $\mathcal{A}(X) = b$ is equivalent to $A \text{vec}(X) = b$, where

$$A := \left( \text{vec}(A^{(1)}), \cdots, \text{vec}(A^{(m)}) \right)^\top \in \mathbb{R}^{mn \times n^2}.$$ 

Furthermore, we introduce the following three operators related to $\mathcal{A}(\cdot)$. The adjoint operator $\mathcal{A}^* : \mathbb{R}^m \rightarrow S^n$ of $\mathcal{A}$ is defined as

$$\mathcal{A}^*(y) := \sum_{i=1}^m y_i A^{(i)} = \text{mat}(A^\top y).$$

The operator $\mathcal{A}\mathcal{A}^* : \mathbb{R}^m \rightarrow \mathbb{R}^m$ is defined as

$$\mathcal{A}(\mathcal{A}^*(y)) = (AA^\top)y$$

and the operator $\mathcal{A}^*\mathcal{A} : S^n \rightarrow S^n$ is defined as

$$\mathcal{A}^*(\mathcal{A}(X)) = \text{mat}\left( (A^\top A) \text{vec}(X) \right).$$

The dual problem associated with (1.2.1) is

$$\max_{y \in \mathbb{R}^m, S \in S^n} b^\top y$$

s.t. $\mathcal{A}^*(y) + S = C$, $S \succeq 0$. (1.2.3)

We denote the feasible sets for the primal (1.2.1) and dual (1.2.3) by $\mathcal{F}_p$ and $\mathcal{F}_d$, respec-
tively; that is,

\[
\mathcal{F}_p := \{ X \in S^n \mid \mathcal{A}(X) = b, X \succeq 0 \},
\]

\[
\mathcal{F}_d := \{ (y, S) \mid \mathcal{A}^*(y) + S = C, S \succeq 0 \}.
\]

The duality gap, which is defined as the difference between the primal and dual objective values at the feasible solutions of (1.2.1) and (1.2.3), is nonnegative.

**Lemma 1.2.1.** *(weak duality, [17, 52, 59])* For any \( X \in \mathcal{F}_p \) and \((y, S) \in \mathcal{F}_d,\)

\[
\text{Tr}(CX) - b^\top y = \text{Tr}(XS) \geq 0.
\]

**Corollary 1.2.2.** Let \( X \in \mathcal{F}_p, \ (y, S) \in \mathcal{F}_d, \) and \( \langle X, S \rangle = 0. \) Then \( (X, y, S) \) is optimal for problems (1.2.1) and (1.2.3).

The optimal objective values of (1.2.1) and (1.2.3) are not necessary equal for every SDP problem, and even if they are, the optimal solution of either (1.2.1) or (1.2.3) may not be attainable. The following theorem states sufficient conditions for strong duality to hold.

**Theorem 1.2.3.** *(Strong duality, [17, 52, 59])* Let \( \mathcal{F}_p \) and \( \mathcal{F}_d \) be nonempty and have an interior feasible solution. Then \( X \) is optimal for (1.2.1) if and only if \( X \in \mathcal{F}_p \) and there exists \( (y, S) \in \mathcal{F}_d \) such that \( \langle C, X \rangle = b^\top y \) or \( \text{Tr}(XS) = 0. \)

We conclude this subsection by summarizing the SDP duality as follows.

**Theorem 1.2.4.** *(SDP duality theorem, [17, 52, 59])*
i) If (1.2.1) and (1.2.3) both have feasible solutions, then both problems have optimal solutions and the optimal objective values may have a duality gap;

ii) If one of (1.2.1) and (1.2.3) has a strictly or interior feasible solution and has a finite optimal value, then the other is feasible and has the same optimal value;

iii) If one of (1.2.1) and (1.2.3) is unbounded, then other has no feasible solution.

### 1.2.3 Augmented Lagrangian method

The augmented Lagrangian method (or the method of multipliers) was proposed originally for solving nonlinear programming problems [43, 50]. By introducing explicit Lagrange multiplier estimates to a quadratic penalty function, these methods combine both the properties of the Lagrangian function and the quadratic penalty function and often yield less ill-conditioned subproblems than the quadratic penalty method.

We now briefly introduce an augmented Lagrangian method for solving the primal SDP (1.2.1). By taking into consideration only the general linear constraints \(\mathcal{A}(X) = b\), the augmented Lagrangian function is defined as:

\[
L(X, \pi, \mu) := \langle C, X \rangle - \pi^\top (\mathcal{A}(X) - b) + \frac{1}{2\mu} \| \mathcal{A}(X) - b \|_2^2, \tag{1.2.4}
\]

where \(\pi \in \mathbb{R}^m\) is the vector of Lagrangian multipliers and \(\mu > 0\) is the penalty parameter.

Starting from \(\pi^1 = 0\) and \(\mu^1 \in (0, +\infty)\) at the first iteration, our augmented Lagrangian
method iteratively solves at the $k$-th iteration

$$X^k := \arg \min_X L(X, \pi^k, \mu^k), \quad \text{s.t. } X \succeq 0, \quad (1.2.5)$$

chooses $\mu^{k+1} \in [\gamma \mu^k, \mu^k]$, where $\gamma \in (0, 1)$, and then updates the vector of Lagrange multipliers by

$$\pi^{k+1} := \pi^k - \frac{\mathcal{A}(X^k) - b}{\mu^k}. \quad (1.2.6)$$

The following Slater condition for (1.2.1) is assumed to hold throughout this dissertation.

**Assumption 1.2.5.** Problem (1.2.1) satisfies the Slater condition:

$$\begin{cases} \mathcal{A} : S^n \rightarrow \mathbb{R}^m \text{ is onto ,} \\ \exists X^1 \in S^n_{++} \text{ such that } \mathcal{A}(X^1) = b. \end{cases} \quad (1.2.7)$$

The convergence of our augmented Lagrangian framework follows from the standard theory for the augmented Lagrangian method for minimizing a strictly convex function subject to linear equality constraints [4, 5, 48]. For completeness of this dissertation, we present the following convergence result and provide its proof in Appendix A1.

**Theorem 1.2.6.** Suppose that the Slater condition (1.2.7) holds, then any limit point of the sequence $\{X^k\}$ generated by the iterative procedure (1.2.5)-(1.2.6) is a global minimizer of problem (1.2.1).
Chapter 2

Row by row methods for SDP

2.1 Introduction

In this chapter we present a new first-order method for solving semidefinite programming problems. Although the computational complexity of the new method presented here is not polynomial, each of its iterations can be executed much more cheaply than in an interior point algorithm. This enables it to solve very large SDPs efficiently. Preliminary numerical testing verifies this. For example, variants of our new method produce highly accurate solutions to maxcut SDP relaxation problems involving matrices of size $4000 \times 4000$ in less than 5.25 minutes and nuclear norm matrix completion SDPs involving matrices of size $1000 \times 1000$ in less than 1 minute on a 3.4 GHz workstation. If only moderately accurate solutions are required (i.e., a relative accuracy of the order of $10^{-3}$) then less than 45 and 10 seconds, respectively, is needed.

Our method is based upon the well known relationship between the positive semidef-
niteness of a symmetric matrix and properties of the Schur complement of a sub-matrix of that matrix [62]. We note that Schur complements play an important role in semidefinite programming and related optimization problems. For example, they are often used to formulate problems as SDPs [8, 56]. In [1, 26, 27] they are used to reformulate certain SDP problems as second-order cone programs (SOCPs). More recently, they have been used by Banerjee, El Ghaoui and d’Aspremont [2] to develop a method for solving a maximum likelihood estimation problem whose objective function involves the log determinant of a positive semidefinite matrix. That method is closely related to the method proposed here.

As in the method proposed in Banerjee et. al [2], we use Schur complements to develop an *overlapping* block coordinate descent method. The coordinates (i.e., variables) in each iteration of our method correspond to the components of a single row (column) of the unknown semidefinite matrix. Since every row (column) of a symmetric matrix contains one component of each of the other rows (columns), the blocks in our method overlap. The convergence properties of block coordinate descent methods [6, 28, 29, 40, 55], which are also referred to as nonlinear Gauss-Seidel methods and subspace correction methods [51], have been intensively studied. In the case of (single) coordinate descent, convergence is not guaranteed for nonconvex functions [47]. Convergence can be proved under fairly mild conditions when the objective function is convex. As we shall see below, the convergence result in [6] can be extended to the case of overlapping blocks. However, they do not apply to the case where constraints couple the variables between different blocks.
2.1.1 Preliminaries

Our row-by-row (RBR) method is motivated by the following fact about the Schur complement of a positive definite matrix. Assume the matrix $X \in S^n$ can be partitioned as

$$X := \begin{pmatrix} \xi & y^\top \\ y & B \end{pmatrix}, \tag{2.1.1}$$

where $\xi \in \mathbb{R}$, $y \in \mathbb{R}^{n-1}$ and $B \in S^{n-1}$ is nonsingular. Since $X$ can be factorized as

$$X = \begin{pmatrix} 1 & y^\top B^{-1} \\ 0 & I \end{pmatrix} \begin{pmatrix} \xi - y^\top B^{-1}y & 0 \\ 0 & B \end{pmatrix} \begin{pmatrix} 1 & 0 \\ B^{-1}y & I \end{pmatrix}, \tag{2.1.2}$$

the positive definite constraint $X \succ 0$ is equivalent to

$$X \succ 0 \iff B \succ 0 \text{ and } (X/B) := \xi - y^\top B^{-1}y > 0, \tag{2.1.3}$$

where $(X/B)$ is called the Schur complement of $X$ with respect to $B$. If the matrix $B$ is singular, the generalized Schur complement of $B$ in $X$ is defined as

$$(X/B) := \xi - y^\top B^\dagger y, \tag{2.1.4}$$

where $B^\dagger$ is the Moore-Penrose pseudo-inverse of $B$ and the following theorem generalizes (2.1.3).

**Theorem 2.1.1.** ( [62], Theorems 1.12 and 1.20) Let $X \in S^n$ be a symmetric matrix parti-
tioned as (2.1.1) in which $\xi$ is a scalar and $B \in S^{n-1}$. The generalized Schur complement of $B$ in $X$ is defined as $(X/B) := \xi - y^{\top}B^{\dagger}y$, where $B^{\dagger}$ is the pseudo-inverse of $B$. Then the following holds.

1) If $B$ is nonsingular, then $X \succ 0$ if and only if both $B \succ 0$ and $(X/B) > 0$.

2) If $B$ is nonsingular, then $X \succeq 0$ if and only if both $B \succ 0$ and $(X/B) \geq 0$.

3) $X \succeq 0$ if and only if $B \succeq 0$, $(X/B) \geq 0$ and $y \in \mathcal{R}(B)$, where $\mathcal{R}(B)$ is the range space of $B$.

We adopt the following notation in this chapter. Given a matrix $A \in \mathbb{R}^{n \times n}$, we denote the $(i,j)$-th entry of $A$ by either $A_{i,j}$ or $A(i,j)$. Let $\alpha$ and $\beta$ be given index sets, i.e., subsets of $\{1,2,\cdots,n\}$. We denote the cardinality of $\alpha$ by $|\alpha|$ and its complement by $\alpha^{c} := \{1,2,\cdots,n\} \setminus \alpha$. Let $A_{\alpha,\beta}$ denote the submatrix of $A$ with rows indexed by $\alpha$ and columns indexed by $\beta$, i.e.,

$$A_{\alpha,\beta} := \begin{pmatrix}
A_{\alpha_{1},\beta_{1}} & \cdots & A_{\alpha_{1},\beta_{|\beta|}} \\
\vdots & & \vdots \\
A_{\alpha_{|\alpha|},\beta_{1}} & \cdots & A_{\alpha_{|\alpha|},\beta_{|\beta|}}
\end{pmatrix}.$$

Without introducing any confusion, we write $i$ for the index set $\{i\}$ and denote the complement of $\{i\}$ by $i^{c} := \{1,2,\cdots,n\} \setminus \{i\}$. Hence, $A_{i^{c},i^{c}}$ is the submatrix of $A$ that remains after removing its $i$-th row and column, and $A_{i^{c},i}$ is the $i$-th column of the matrix $A$ without the element $A_{i,i}$.

The rest of this chapter is organized as follows. In section 2.2, we present a prototype of
the RBR method for solving a general SDP. In section 2.3, the RBR method is specialized for solving SDPs with only diagonal element constraints. We interpret this RBR method in terms of the logarithmic barrier function in section 2.3.1 and prove convergence to a global minimizer. To handle general linear constraints, we apply the RBR method in section 2.4 to a sequence of unconstrained problems using an augmented Lagrangian function approach. Specialized versions for the maxcut SDP relaxation and the minimum nuclear norm matrix completion problem are presented in sections 2.4.2 and 2.4.3, respectively. Finally, numerical results for the maxcut and matrix completion problem, are presented in section 2.5 to demonstrate the robustness and efficiency of our algorithms.

### 2.2 A row-by-row method prototype

Consider the semidefinite programming (SDP) problem

\[
\begin{align*}
\min_{X \in \mathbb{S}^n} & \quad \langle C, X \rangle \\
\text{s.t.} & \quad \mathcal{A}(X) = b, \quad X \succeq 0.
\end{align*}
\]  

(2.2.1)

Given a strictly feasible solution \(X^k \succ 0\), we can construct a second-order cone programming (SOCP) restriction for the SDP problem (2.2.1) as follows. Fix the \(n(n-1)/2\) variables in the \((n-1) \times (n-1)\) submatrix \(B := X^k_{1c,1c}\) of \(X^k\) and let \(\xi\) and \(y\) denote the remaining unknown variables \(X_{1,1}\) and \(X_{1c,1}\) (i.e., row 1/column 1), respectively, that is \(X := \begin{pmatrix} \xi & y^\top \\ y & B \end{pmatrix} := \begin{pmatrix} \xi & y^\top \\ y & X^k_{1c,1c} \end{pmatrix}\). It then follows from Theorem 2.1.1 that \(X \succeq 0\) is equi-
alent to $\xi - y^T B^{-1} y \geq 0$, and hence, the SDP problem (2.2.1) becomes

$$\begin{align*}
\min_{[\xi, y] \in \mathbb{R}^n} \ & \ c^T [\xi; y] \\
\text{s.t.} \ & \ \tilde{A} [\xi; y] = \tilde{b}, \\
& \xi - y^T B^{-1} y \geq 0,
\end{align*}$$

(2.2.2)

where $\nu > 0$, $\tilde{c}$, $\tilde{A}$ and $\tilde{b}$ are defined as follows using the subscript $i = 1$:

$$\begin{align*}
\tilde{c} &:= \begin{pmatrix} C_{i, i} \\ 2C_{i', i} \end{pmatrix}, \quad \tilde{A} := \begin{pmatrix} A_{i, i}^{(1)} & 2A_{i, i'}^{(1)} \\ \cdots & \cdots \\ A_{i, i}^{(m)} & 2A_{i, i'}^{(m)} \end{pmatrix} \quad \text{and} \quad \tilde{b} := \begin{pmatrix} b_1 - \langle A_{i, i'}^{(1)}, B \rangle \\ \cdots \\ b_m - \langle A_{i, i'}^{(m)}, B \rangle \end{pmatrix}.
\end{align*}$$

(2.2.3)

If we let $LL^T = B$ be the Cholesky factorization of $B$ and introduce a new variable $z = L^{-1} y$, the Schur complement constraint $\xi - y^T B^{-1} y \geq 0$ is equivalent to the linear constraint $Lz = y$ and the rotated second-order cone constraint $\|z\|_2^2 \leq \xi$. Furthermore, positive definiteness of the solution $X$ can be maintained if we replace the 0 on the right hand side of the Schur complement constraint in subproblem (2.2.2) by $\nu > 0$, i.e., if we replace subproblem (2.2.2) by

$$\begin{align*}
\min_{[\xi, y] \in \mathbb{R}^n} \ & \ c^T [\xi; y] \\
\text{s.t.} \ & \ \tilde{A} [\xi; y] = \tilde{b}, \\
& \xi - y^T B^{-1} y \geq \nu.
\end{align*}$$

(2.2.4)
Clearly, similar problems can be constructed if for any \( i, i = 1, \ldots, n \), all elements of \( X^k \) other than those in the \( i \)-th row/column are fixed and only the elements in the \( i \)-th row/column are treated as unknowns.

**Remark 2.2.1.** For any \( i \in \{1, \cdots, n\} \), the Schur complement of \( X_{i^c,i^c} \) in \( X \) is \( (X/X_{i^c,i^c}) := X_{i,i} - (X_{i,i^c})^TX_{i^c,i^c}^TX_{i,i} \). There exists a permutation matrix \( P \) of the rows and columns of \( X \) that put \( X_{i^c,i^c} \) into the lower right corner of \( X \), leaving the rows and columns of \( X_{i,i^c} \) and \( X_{i^c,i} \) in the same increasing order in \( X \), that is \( P^TXP = \begin{pmatrix} X_{i,i} & X_{i,i^c}^T \\ X_{i^c,i} & X_{i^c,i^c} \end{pmatrix} \). Therefore, the Schur complement of \( X_{i^c,i^c} \) in \( X \) is \( ((P^TXP)/X_{i^c,i^c}) \).

We now present our row-by-row (RBR) method for solving (2.2.1). Starting from a positive definite feasible solution \( X^1 \), we update one row/column of the solution \( X \) at each of \( n \) inner steps by solving subproblems of the form (2.2.4). This procedure from the first row to the \( n \)-th row is called a cycle. At the first step of the \( k \)-th cycle, we fix \( B := X^k_{1^c,1^c} \), and solve subproblem (2.2.4), whose solution is denoted by \([\xi; y]\). Then the first row/column of \( X^k \) is replaced by \( X^k_{1,1} := \xi \) and \( X^k_{1,i^c} := y \). Similarly, we set \( B := X^k_{i^c,i^c} \) in the \( i \)-th inner iteration and assign the parameters \( \tilde{c}, \tilde{A} \) and \( \tilde{b} \) according to (2.2.3). Then the solution \([\tilde{\xi}; y]\) of (2.2.4) is used to set \( X^k_{i,i} := \tilde{\xi} \) and \( X^k_{i^c,i} := y \). The \( k \)-th cycle is finished after the \( n \)-th row/column is updated. Then we set \( X^{k+1} := X^k \) and repeat this procedure until the relative decrease in the objective function on a cycle becomes smaller than some tolerance \( \varepsilon \). Our RBR method prototype is outlined in Algorithm 1.

We also denote by \( X^{k,j} \) the solution \( X^k \) at the end of the \( j \)-th inner iteration in the \( k \)-th cycle and use the convention that \( X^{k,0} := X^k \) and \( X^{k+1} := X^{k,n} \). Our RBR method is
**Algorithm 1**: A row-by-row (RBR) method prototype

Set $X^1 \succ 0$, $\nu \geq 0$, $k := 1$ and $\varepsilon \geq 0$. Compute $F^0 := \langle C, X^1 \rangle$ and set $F^1 := +\infty$.

while $\frac{F^{k-1} - F^k}{\max \{|F^{k-1}|, 1\}} \geq \varepsilon$ do

for $i = 1, \cdots, n$ do

Set $B := X_{i,i}^k$ and the parameters $\bar{c}, \bar{A}$ and $\bar{b}$ according to (2.2.3).

Solve the SOCP subproblem (2.2.4) whose solution is denoted by $\xi$ and $y$.

Update $X_{1,i}^k := \xi$, $X_{i,i}^k := y$ and $X_{i,i}^k := y^\top$.

Compute $F^k := \langle C, X^k \rangle$. Set $X^{k+1} := X^k$ and $k := k + 1$.

similar to a block Gauss-Seidel method for solving a system of linear equations and a block coordinate descent method (sometimes referred to as a nonlinear Gauss-Seidel method) for nonlinear programming, except that because of the symmetry of $X$, the blocks in our method overlap. Specifically, exactly one of the variables in any two inner iterations of the RBR method overlap. For example, $X_{1,2}$ is a variable in the three dimensional problem in both the first and second inner iterations:

$$X^{k,1} := \begin{pmatrix}
X_{1,1}^{k,1} & X_{1,2}^{k,1} & X_{1,3}^{k,1} \\
X_{1,2}^{k,1} & X_{2,2}^{k,0} & X_{2,3}^{k,0} \\
X_{1,3}^{k,1} & X_{2,3}^{k,0} & X_{3,3}^{k,0}
\end{pmatrix}, \quad X^{k,2} := \begin{pmatrix}
X_{1,1}^{k,1} & X_{1,2}^{k,2} & X_{1,3}^{k,1} \\
X_{1,2}^{k,2} & X_{2,2}^{k,2} & X_{2,3}^{k,2} \\
X_{1,3}^{k,1} & X_{2,3}^{k,2} & X_{3,3}^{k,0}
\end{pmatrix}.$$

### 2.3 The RBR method for SDP with only diagonal element constraints

In this section, we consider an SDP whose constraints $A(X) = b$ are of the form $X_{i,i} = b_i$, where $b_i > 0$, $i = 1, \cdots, n$. Without loss of generality, we assume that $b_i = 1$, for $i = 1, \cdots, n$,
and study the problem

$$\min_{X \in S^n} \langle C, X \rangle$$

s.t. $X_{ii} = 1, \ i = 1, \cdots, n,$

(2.3.1)

$$X \succeq 0.$$ 

Note that (2.3.1) is the well known SDP relaxation [3,10,25,33,39] for the maxcut problem, which seeks to partition the vertices of a graph into two sets so that the sum of the weighted edges connecting vertices in one set with vertices in the other set is maximized.

We now present the RBR subproblem for solving (2.3.1). Throughout the algorithm the diagonal elements of $X$ are kept fixed at 1. At the $i$th step of the $k$-th cycle, we fix $B = X^k_{i, \cdot, \cdot}$, where $X^k$ is the iterate at the $(i - 1)$-th step of the $k$-th cycle. Here, we do not assume that $B$ is positive definite and use the generalized Schur complement to construct the second-order cone constraint. Hence, the subproblem (2.2.4) for generic SDP is reduced to

$$\min_{y \in \mathbb{R}^{n-1}} \hat{c}^\top y$$

s.t. $1 - y^\top B^\dagger y \geq \nu, \ y \in \mathcal{R}(B),$

(2.3.2)

where $\hat{c} := 2C_{i, \cdot}$ and $\nu < 1$. Fortuitously, the optimal solution of (2.3.2) is determined by a single matrix-vector product as we can see from the following lemma.

**Lemma 2.3.1.** If $\gamma := \hat{c}^\top B \hat{c} > 0$, the solution of problem (2.3.2) is given by

$$y = -\sqrt{\frac{1 - \nu}{\gamma}} B \hat{c}. \quad (2.3.3)$$
Otherwise, the solution is $y = 0$.

**Proof.** Since the matrix $B \in S^n_+$ is real symmetric and the rank of $B$ is $r > 0$, $B$ has the spectral decomposition

$$B = Q \Lambda Q^\top = \begin{pmatrix} Q_r & Q_l \end{pmatrix} \begin{pmatrix} \Lambda_r & 0 \\ 0 & 0 \end{pmatrix} \begin{pmatrix} Q_r^\top \\ Q_l^\top \end{pmatrix} = Q_r \Lambda_r Q_r^\top,$$

where $Q$ is an orthogonal matrix, $\Lambda = \text{diag}(\lambda_1, \cdots, \lambda_r, 0, \cdots 0)$, and $\lambda_1 \geq \lambda_2 \geq \cdots \geq \lambda_r > 0$.

Hence, the Moore-Penrose pseudo-inverse of $B$ is

$$B^\dagger = \begin{pmatrix} Q_r & Q_l \end{pmatrix} \begin{pmatrix} \Lambda_r^{-1} & 0 \\ 0 & 0 \end{pmatrix} \begin{pmatrix} Q_r^\top \\ Q_l^\top \end{pmatrix} = Q_r \Lambda_r^{-1} Q_r^\top.$$

Let $z = Q^\top y =: [z_r; z_l]$. Since $y \in \mathcal{R}(B)$ and $\mathcal{R}(B) = \mathcal{R}(Q_r)$, $z_l = 0$; hence, problem (2.3.2) is equivalent to

$$\min_{z_r \in \mathbb{R}^r} (Q_r^\top \tilde{c})^\top z_r$$

s.t. $1 - z_r^\top \Lambda_r^{-1} z_r \geq \nu,$

whose Lagrangian function is $\ell(z_r, \lambda) = (Q_r^\top \tilde{c})^\top z_r - \frac{\lambda}{2} (1 - \nu - z_r^\top \Lambda_r^{-1} z_r)$, where $\lambda \geq 0$. At an optimal solution $z_r^*$ to (2.3.5),

$$\nabla_{z_r} \ell(z_r^*, \lambda^*) = Q_r^\top \tilde{c} + \lambda^* \Lambda_r^{-1} z_r^* = 0,$$

which implies $z_r^* = -\Lambda_r Q_r^\top \tilde{c} / \lambda^*$. Since $z_r^*$ is on the boundary of the constraint, i.e., $1 -$
\[(z_r^*)^\top \Lambda^{-1} z_r^* = \nu, \text{ we obtain}\]

\[
1 - \frac{\hat{c}^\top Q_r \Lambda_r \Lambda_r^{-1} \Lambda_r Q_r^\top \hat{c}}{(\lambda^*)^2} = 1 - \frac{\gamma}{(\lambda^*)^2} = \nu.
\]

Hence, if \(\gamma > 0\), we obtain \(\lambda^* = \sqrt{\gamma/(1 - \nu)}\) and

\[
y^* = Q_r z_r^* = -\sqrt{\frac{1 - \nu}{\gamma}} Q_r \Lambda_r Q_r^\top \hat{c} = -\sqrt{\frac{1 - \nu}{\gamma}} B\hat{c}.
\]

Otherwise, \(\lambda^* = 0\) and \(y^* = 0\).

We present the RBR method for (2.3.1) in Algorithm 2.

**Algorithm 2**: A RBR method (PURE-RBR-M) for problem (2.3.1)

Set \(X^1 \succ 0\), \(\nu > 0\), \(k := 1\) and \(\epsilon \geq 0\). Compute \(F^0 := \langle C, X^1 \rangle\) and set \(F^1 := +\infty\).

while \(\frac{F^{k-1} - F^k}{\max\{F^{k-1}, 1\}} \geq \epsilon\) do

for \(i = 1, \cdots, n\) do

Compute \(x := X_{i,i} C_{i,i}\) and \(\gamma := x^\top C_{i,i}\). Set \(X_{i,i}^k := 1\).

if \(\gamma > 0\) then compute \(X_{i,i}^k := -\sqrt{\frac{1 - \nu}{\gamma}} x\), else set \(X_{i,i}^k := 0\).

Compute \(F^k := \langle C, X^k \rangle\). Set \(X^{k+1} := X^k\) and \(k := k + 1\).

Algorithm 2 is extremely simple since only a single matrix-vector product is involved at each inner step. Numerical experiments show Algorithm 2 works fine if the initial solution \(X\) is taken as the identity matrix even if we take \(\nu = 0\). However, the following is a \(3 \times 3\) example which shows that if started at a rank one point that is not optimal, the RBR method using \(\nu = 0\) either does not move away from the initial solution or it moves to a non-optimal
Table 2.1: Feasible rank-one and optimal solutions of (2.3.6)

<table>
<thead>
<tr>
<th>solution</th>
<th>(x, y, z)</th>
<th>( \frac{1}{4} \langle C, X \rangle = \frac{1}{4}x - y - z )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( X^{(1)} )</td>
<td>(1, 1, 1)</td>
<td>-( \frac{5}{4} )</td>
</tr>
<tr>
<td>( X^{(2)} )</td>
<td>(-1, 1, -1)</td>
<td>-( \frac{3}{4} )</td>
</tr>
<tr>
<td>( X^{(3)} )</td>
<td>(-1, -1, 1)</td>
<td>-( \frac{3}{4} )</td>
</tr>
<tr>
<td>( X^{(4)} )</td>
<td>(1, -1, -1)</td>
<td>11/4</td>
</tr>
<tr>
<td>( X^{(5)} )</td>
<td>(-1/9, 2/3, 2/3)</td>
<td>-17/12</td>
</tr>
</tbody>
</table>

rank-one solution and stays there. Let

\[
X = \begin{pmatrix}
1 & x & y \\
x & 1 & z \\
y & z & 1
\end{pmatrix} \quad \text{and} \quad C = \begin{pmatrix}
0 & 3/4 & -1 \\
3/4 & 0 & -1 \\
-1 & -1 & 0
\end{pmatrix}. \tag{2.3.6}
\]

The rank-one feasible solutions \( X^{(1)}, X^{(2)}, X^{(3)} \) and \( X^{(4)} \) and the rank-two optimal solution \( X^{(5)} \) for this example are given in Table 2.1. Starting at \( X^{(1)} \), each row-by-row minimization step leaves the matrix unchanged. Starting at \( X^{(2)}, X^{(3)} \) or \( X^{(4)} \), the row-by-row method moves to the point \( X^{(1)} \) and then remains there. Interestingly, Algorithm 2 is able to find the optimal solution if the off-diagonal elements \( x, y \) and \( z \) of the rank-one solutions in Table 2.1 are scaled by 0.999 (or even by a number much closer to 1).

### 2.3.1 Interpretation of Algorithm 2 in terms of the logarithmic barrier function

In this subsection, we interpret Algorithm 2 as a variant of the row-by-row method applied to a logarithmic barrier function approximation to (2.3.1).
Lemma 2.3.2 below relates the optimal solution (2.3.3) of the RBR subproblem (2.3.2) to the solution of the following logarithmic barrier function minimization

$$\min_{y \in \mathbb{R}^{n-1}} \bar{c}^\top y - \sigma \log (1 - y^\top B^\top y), \quad \text{s.t. } y \in \mathcal{R}(B).$$

(2.3.7)

**Lemma 2.3.2.** If $\gamma := \bar{c}^\top B\bar{c} > 0$, the solution of problem (2.3.7) is

$$y = -\frac{\sqrt{\sigma^2 + \gamma} - \sigma}{\gamma} B\bar{c}.$$

(2.3.8)

Hence, the subproblem (2.3.2) has the same solution as (2.3.7) if $\nu = 2\sigma\sqrt{\sigma^2 + \gamma} - \sigma.$

**Proof.** Similarly to Lemma 2.3.1, we have the spectral decomposition (2.3.4) of $B$. Let $z = Q^\top y =: [z_r; z_l]$. Since $y \in \mathcal{R}(B)$ and $\mathcal{R}(B) = \mathcal{R}(Q_r)$, we obtain $z_l = 0$ and hence $y = Q_r z_r$. Therefore, problem (2.3.7) is equivalent to

$$\min_{z_r} (Q_r^\top \bar{c})^\top z_r - \sigma \log (1 - z_r^\top \Lambda_r^{-1} z_r),$$

(2.3.9)

whose first-order optimality conditions are

$$Q_r^\top \bar{c} + \frac{2\sigma \Lambda_r^{-1} z_r^*}{1 - (z_r^*)^\top \Lambda_r^{-1} z_r^*} = 0, \text{ and } 1 - (z_r^*)^\top \Lambda_r^{-1} z_r^* > 0.$$

(2.3.10)

Let $\theta = 1 - (z_r^*)^\top \Lambda_r^{-1} z_r^*$. Then equation (2.3.10) implies that $z_r^* = -\frac{\theta \Lambda_r Q_r^\top \bar{c}}{2\sigma}$. Substituting this expression for $z_r^*$ into the definition of $\theta$, we obtain $\theta^2 \frac{\gamma}{4\sigma^2} + \theta - 1 = 0$, which has a
positive root $\theta = \frac{2\sigma \sqrt{\gamma^2 + 2\gamma^2}}{\gamma}$. Hence, $y^* = -\frac{\sqrt{\sigma^2 + \gamma - \sigma}}{\gamma} B \hat{c}$. Since

$$1 - (z_r^*)^\top \Lambda_r^{-1} z_r^* = 1 - (y^*)^\top B^\top y^* = 1 - \left(\frac{\sqrt{\sigma^2 + \gamma - \sigma}}{\gamma}\right)^2 = \frac{2\sigma \sqrt{\sigma^2 + \gamma - 2\sigma^2}}{\gamma} > 0,$$

and $\nabla^2 \phi_\sigma(y) \succeq 0$, $y^*$ is an optimal solution of (2.3.7). Furthermore, problems (2.3.2) and (2.3.7) are equivalent if

$$\frac{\sqrt{\sigma^2 + \gamma - \sigma}}{\gamma} = \sqrt{\frac{1 - \nu}{\gamma}},$$

that is $\nu = 2\sigma \frac{\sqrt{\sigma^2 + \gamma - \sigma}}{\gamma}$. \hfill $\blacksquare$

**Remark 2.3.1.** Note from (2.3.8) that $\lim_{\sigma \to 0} y = -\frac{B \hat{c}}{\sqrt{\gamma}}$.

We now consider the logarithmic barrier problem for (2.3.1), i.e.,

$$\min_{X \in S^n} \phi_\sigma(X) := \langle C, X \rangle - \sigma \log \det X$$

$$\text{s.t. } X_{ii} = 1, \forall i = 1, \ldots, n, \quad X \succeq 0,$$

where we define $\log \det(X)$ to be negative infinity for $X$ not positive definite. Given a row $i$ and fixing the block $B = X_{F,i}$, we have from (2.1.2) that

$$\det(X) = \det(B)(1 - X_{F,i}^\top B^{-1} X_{F,i}),$$

which implies that

$$\phi_\sigma(X) := \bar{c}^\top X_{F,i} - \sigma \log(1 - X_{F,i}^\top B^{-1} X_{F,i}) + w(B),$$
where $\hat{c} = 2C_{\mathcal{F},i}$ and $w(B)$ is a function of $B$ (i.e., a constant). Hence, problem (2.3.11) becomes the unconstrained minimization problem

$$\min_{y \in \mathbb{R}^{n-1}} \quad \hat{c}^\top y - \sigma \log(1 - y^\top B^{-1} y),$$

(2.3.12)

which is a special version of problem (2.3.7). Therefore, it follows from Lemma 2.3.2 that Algorithm 2 is essentially a row-by-row method for solving problem (2.3.11), if in that algorithm $\nu$ is replaced by $2\sigma \sqrt{\gamma - \sigma} / \gamma$.

Our RBR method can be extended to solve

$$\min_{X \in S^n} \quad \psi_{\sigma}(X) := f(X) - \sigma \log \det X$$

s.t. $X \in X := \{ X \in S^n | L \leq X \leq U, X \succeq 0 \}$.

(2.3.13)

where $f(X)$ is a convex function of $X$, the constant matrices $L, U \in S^n$ satisfy $L \leq U$ and $L \leq X$ means that $L_{i,j} \leq X_{i,j}$ for all $i, j = 1, \ldots, n$. Note that problem (2.3.13) includes problem (2.3.11) as a special case if $L_{i,i} = U_{i,i} = 1$ for $i = 1, \ldots, n$ and $L_{i,j} = -\infty$ and $U_{i,j} = \infty$, otherwise. Starting from the point $X^k \succ 0$ at the $k$-th cycle, we fix the $n(n-1)/2$ variables in the $(n-1) \times (n-1)$ submatrix $B := X^k_{\mathcal{F},:\mathcal{F}}$ of $X^k$ and let $\xi$ and $y$ denote the remaining unknown variables $X_{i,i}$ and $X_{\mathcal{F},i}$ (i.e., row $i$/column $i$), respectively; i.e., $X^k \approx \begin{pmatrix} \xi & y^\top \\ y & B \end{pmatrix}$. 
Hence, the RBR subproblem of (2.3.13) becomes

$$\begin{align*}
\min_{X \in S^n} & \quad \tilde{f}(\xi, y) - \sigma \log(\xi - y^T B^{-1} y) \\
\text{s.t.} & \quad \begin{pmatrix}
L_{i,i} \\
L_{i,c} \\
L_{i,c} \\
\end{pmatrix} \leq \begin{pmatrix}
\xi \\
y \\
\end{pmatrix} \leq \begin{pmatrix}
U_{i,i} \\
U_{i,c} \\
U_{i,c} \\
\end{pmatrix},
\end{align*}$$

(2.3.14)

where \(\tilde{f}(\xi, y) := f(X^k)\). Inspired by Proposition 2.7.1 in [6], we now prove a basic convergence result for the RBR method applied to problem (2.3.13).

**Theorem 2.3.3.** Let \(\{X^k\}\) be a sequence generated by the row-by-row method for solving (2.3.14). Then every limit point of \(\{X^k\}\) is a global minimizer of (2.3.14).

**Proof.** Clearly, our RBR method produces a sequence of nondecreasing objective function values

$$\psi_{\sigma}(X^k) \geq \psi_{\sigma}(X^{k,1}) \geq \psi_{\sigma}(X^{k,2}) \geq \cdots \geq \psi_{\sigma}(X^{k,n-1}) \geq \psi_{\sigma}(X^{k+1}).$$

(2.3.15)

Let \(\tilde{X}\) be a limit point of the sequence \(\{X^k\}\). It follows from equation (2.3.15) that the sequences \(\{\psi_{\sigma}(X^k)\}, \{\psi_{\sigma}(X^{k,1})\}, \ldots, \{\psi_{\sigma}(X^{k,n-1})\}\) all converge to \(\psi_{\sigma}(\tilde{X})\). Hence, \(\tilde{X}\) must be positive definite because \(\tilde{X}\) is the limit point of a sequence of matrices that all lie in the compact level set \(\{X \in X | \psi_{\sigma}(X) \leq \psi_{\sigma}(X^1)\}\), all of whose members are positive definite. We now show that \(\tilde{X}\) minimizes \(\psi_{\sigma}(X)\).

Let \(\{X^{k_j}\}\) be a subsequence of \(\{X^k\}\) that converges to \(\tilde{X}\). We first show that \(\{X^{k_j,1} - X^{k_j}\}\) converges to zero as \(j \to \infty\). Assume on the contrary, that \(\{X^{k_j,1} - X^{k_j}\}\) does not
converges to zero. Then there exists a subsequence \( \{ \tilde{k}_j \} \) of \( \{ k_j \} \) and some \( \gamma > 0 \) such that \( \tilde{\gamma}_j := \| \tilde{X}^{\tilde{k}_j,1} - \tilde{X}^{\tilde{k}_j} \|_F \geq \gamma \) for all \( j \). Let \( S^{\tilde{k}_j,1} := (\tilde{X}^{\tilde{k}_j,1} - \tilde{X}^{\tilde{k}_j})/\tilde{\gamma}_j \). Thus \( \tilde{X}^{\tilde{k}_j,1} = \tilde{X}^{\tilde{k}_j} + \tilde{\gamma}_j S^{\tilde{k}_j,1}, \| S^{\tilde{k}_j,1} \|_F = 1 \) and \( S^{\tilde{k}_j,1} \) differs from zero only along the first row/column. Since \( S^{\tilde{k}_j,1} \) belongs to a compact set, it has a limit point \( \bar{S}^1 \). Hence, there exists a subsequence of \( \{ \tilde{k}_j \} \) of \( \{ k_j \} \) such that \( S^{\tilde{k}_j,1} \) converges to \( \bar{S}^1 \). Consider an arbitrary \( t \in [0, 1] \). Since \( 0 \leq t\gamma \leq \tilde{\gamma}_j \), \( \tilde{X}^{\tilde{k}_j} + tS^{\tilde{k}_j,1} \) lies on the segment joining \( \tilde{X}^{\tilde{k}_j} \) and \( \tilde{X}^{\tilde{k}_j} + \tilde{\gamma}_j S^{\tilde{k}_j,1} = \tilde{X}^{\tilde{k}_j,1} \), and belongs to \( \mathcal{X} \) since \( \mathcal{X} \) is a convex set. Moreover, since \( \tilde{X}^{\tilde{k}_j,1} \) uniquely minimizes \( \psi_\sigma(X) \) over all \( X \) that differ from \( \tilde{X}^{\tilde{k}_j} \) along the first row/column, it follows from the convexity of \( \psi_\sigma(X) \) that

\[
\psi_\sigma(\tilde{X}^{\tilde{k}_j,1}) = \psi_\sigma(\tilde{X}^{\tilde{k}_j} + \tilde{\gamma}_j S^{\tilde{k}_j,1}) \leq \psi_\sigma(\tilde{X}^{\tilde{k}_j} + t\tilde{\gamma} S^{\tilde{k}_j,1}) \leq \psi_\sigma(\tilde{X}^{\tilde{k}_j}). \tag{2.3.16}
\]

Since \( \psi_\sigma(\tilde{X}^{\tilde{k}_j,1}) \) converges to \( \psi_\sigma(\tilde{X}) \), it follows (2.3.16) that \( \psi_\sigma(\tilde{X}) \leq \psi_\sigma(\tilde{X} + t\gamma \bar{S}^1) \leq \psi_\sigma(\tilde{X}) \), which implies that \( \psi_\sigma(\tilde{X}) = \psi_\sigma(\tilde{X} + t\gamma \bar{S}^1) \) for all \( t \in [0, 1] \). Since \( t\gamma \bar{S}^1 \neq 0 \), this contradicts the fact that \( \psi_\sigma(X) \) is strictly convex; hence \( \tilde{X}^{\tilde{k}_j,1} - \tilde{X}^{\tilde{k}_j} \) converges to zero and \( \tilde{X}^{\tilde{k}_j,1} \) converges to \( \tilde{X} \).

From the definition (2.3.13), we have \( \psi_\sigma(\tilde{X}^{\tilde{k}_j,1}) \leq \psi_\sigma(X), \forall X \in V^{\tilde{k}_j,1} \), where

\[
V^{\tilde{k}_j,1} := \left\{ \begin{pmatrix} \xi & y^\top \\ y & X_{1c,1}^{\tilde{k}_j} \end{pmatrix} \in \mathbb{R}^n, \begin{pmatrix} L_{1,1} \\ L_{1c,1} \end{pmatrix} \leq \begin{pmatrix} \xi \\ y \end{pmatrix} \leq \begin{pmatrix} U_{1,1} \\ U_{1c,1} \end{pmatrix} \right\}.
\]
Taking the limit as $j$ tends to infinity, we obtain that $\psi_\sigma(\tilde{X}) \leq \psi_\sigma(X)$, $\forall X \in V^1$, where

$$
V^1 := \left\{ \begin{pmatrix} \xi & y^\top \\ y & \tilde{X}_{1c,1c} \end{pmatrix} \in \mathbb{R}^n, \begin{pmatrix} L_{1,1} \\ L_{1c,1} \end{pmatrix} \leq \begin{pmatrix} \xi \\ y \end{pmatrix} \leq \begin{pmatrix} U_{1,1} \\ U_{1c,1} \end{pmatrix} \right\},
$$

which implies that, for any $p \in \{1, \cdots, n\}$,

$$
\psi_\sigma(\tilde{X}) \leq \psi_\sigma(X), \quad \forall X \in V^1 \text{ and } X_{p^{c},1} = \tilde{X}_{p^{c},1},
$$

i.e., all components of the first row and column $[\xi; y]$ other than the $p$-th are fixed. Since $\tilde{X}$ lies in the open convex set $S^n_{++}$, we obtain from the optimality conditions that, for any $p \in \{1, \cdots, n\}$,

$$
\langle \nabla \psi_\sigma(\tilde{X}), X - \tilde{X} \rangle \geq 0, \quad \forall X \in V^1 \text{ and } X_{p^{c},1} = \tilde{X}_{p^{c},1},
$$

which further gives that, for any $p \in \{1, \cdots, n\}$,

$$
\left( \nabla \psi_\sigma(\tilde{X}) \right)_{p,1} (X_{p,1} - \tilde{X}_{p,1}) \geq 0, \quad \forall X_{p,1} \text{ such that } L_{p,1} \leq X_{p,1} \leq U_{p,1}. \quad (2.3.17)
$$

Repeating the above argument shows that for $i = 2, \cdots, n$, the points $X^{k_{j,i}}$ also converges to $\tilde{X}$ and

$$
\left( \nabla \psi_\sigma(\tilde{X}) \right)_{p,i} (X_{p,i} - \tilde{X}_{p,i}) \geq 0, \quad \forall L_{p,i} \leq X_{p,i} \leq U_{p,i}, \quad (2.3.18)
$$
for any \( p \in \{1, \cdots, n\} \). Therefore, for any \( X \in \mathcal{X} \), it follows from (2.3.17) and (2.3.18) that

\[
\langle \nabla \psi_{\sigma}(\tilde{X}), X - \tilde{X} \rangle = \sum_{i,j=1,\cdots,n} (\nabla \psi_{\sigma}(\tilde{X}))_{i,j} (X_{i,j} - \tilde{X}_{i,j}) \geq 0,
\]

which implies that \( \tilde{X} \) is a global minimizer.

2.4 An RBR method for SDP with general linear constraints

We now consider SDP with general linear constraints. Unfortunately, in this case, the RBR method may not converge to an optimal solution of problem (2.2.1). This is similar to the fact that (block) coordinate descent method may not converge to an optimal solution for a linearly constrained convex problem [28]. It has long been known that the coordinate descent method for general nonlinear programming may not converge [47]. Here is a 2-dimensional example that shows that for general linear constraints the RBR method may not converge to a global minimizer. Consider the SDP

\[
\begin{align*}
\min & \quad X_{11} + X_{22} - \log \det(X) \\
\text{s.t.} & \quad X_{11} + X_{22} \geq 4, \quad X \succeq 0.
\end{align*}
\]

(2.4.1)

Starting from a point \( X \), where \( X_{11} = 1, X_{12} = 0 \) and \( X_{22} = 3 \), the RBR subproblems are

\[
\min \quad X_{11} - \log(3X_{11} - X_{12}^2), \text{ s.t. } X_{11} \geq 1,
\]
and

$$\min \ X_{22} - \log(X_{22} - X_{12}^2), \text{ s.t. } X_{22} \geq 3,$$

since \( \log \det(X) = \log(X_{11}X_{22} - X_{12}^2) \). It is readily verified that optimal solutions to these subproblems are, respectively, \( X_{11} = 1, X_{12} = 0 \) and \( X_{12} = 0, X_{22} = 3 \); hence, the row-by-row method remains at the initial point, while the true optimal solution is \( X = \begin{pmatrix} 2 & 0 \\ 0 & 2 \end{pmatrix} \).

To overcome this type of failure, the coordinate descent method is usually applied to a sequence of unconstrained problems obtained by penalizing the constraints in the objective function. We adopt a similar approach here by embedding the pure RBR method in an augmented Lagrangian function framework. We then introduce specialized versions of this algorithm for the SDP relaxation of the maxcut problem (2.3.1) and the minimum nuclear norm matrix completion problem.

### 2.4.1 An RBR augmented Lagrangian method

In this subsection, we first introduce an augmented Lagrangian method and then combine it with the row-by-row method for solving the standard form SDP (2.2.1).

As is well known (see chapter 12.2 in [21]), the augmented Lagrangian method (1.2.5) is equivalent to minimizing a quadratic penalty function:

$$X^k := \arg \min_X \mathcal{F}(X, b^k, \mu^k) := \langle C, X \rangle + \frac{1}{2\mu^k} \| \mathcal{A}(X) - b^k \|^2_2, \text{ s.t. } X \succeq 0, \quad (2.4.2)$$

where \( b^k = b + \mu^k \pi^k \) and the difference between \( \mathcal{L}(X, \pi^k, \mu^k) \) (defined in (1.2.4)) and \( \mathcal{F}(X, b^k, \mu^k) \)
is the constant $-\frac{\mu_k}{2} \|\pi_k\|_2^2$. Hence, we consider an alternative version of the augmented Lagrangian method which solves (2.4.2) and updates $b^k$ by

$$b^{k+1} := b + \frac{\mu^k}{\mu_k} \left( b^k - A(X^k) \right), \quad (2.4.3)$$

where $b^1 := b$. We now apply the RBR method to minimize (2.4.2). Starting from the point $X^k \succ 0$ at the $k$-th iteration, the RBR subproblem corresponding to the quadratic SDP (2.4.2) that is obtained by fixing all elements of $X^k$ other than those in the $i$-th row and column results in a minimization problem with two conic constraints. Specifically, we fix the $n(n-1)/2$ variables in the $(n-1) \times (n-1)$ submatrix $B := X^k_{\tilde{r}, \tilde{r}}$ of $X^k$ and let $\xi$ and $y$ denote the remaining unknown variables $X_{i,i}$ and $X_{\tilde{r},i}$ (i.e., row $i$/column $i$), respectively. Hence, the quadratic SDP problem (2.4.2) becomes, after replacing the zero on the right hand side of the Schur complement constraints by $\nu > 0$ to ensure positive definiteness of $X^k$,

$$\min_{(\xi,y) \in \mathbb{R}^n} \begin{pmatrix} \xi \\ y \end{pmatrix}^T \begin{pmatrix} \tilde{c} \\ \tilde{A} \end{pmatrix} \begin{pmatrix} \xi \\ y \end{pmatrix} + \frac{1}{2\mu^k} \left\| \tilde{A} \begin{pmatrix} \xi \\ y \end{pmatrix} - \tilde{b} \right\|_2^2$$

s.t. $\xi - y^T B^{-1} y \geq \nu,$

(2.4.4)

where $\tilde{c}$, $\tilde{A}$ and $\tilde{b}$ are given by (2.2.3) with $b_i$ for $i = 1, \ldots, m$ replaced by $b^k_i$. If we let $LL^T = B$ be the Cholesky factorization of $B$ and introduce a new variable $z = L^{-1}y$, problem
(2.4.4) can be written as:

\[
\min_{(\xi; \tau)} \begin{bmatrix} \xi \\ \tau \end{bmatrix}^T \begin{bmatrix} \tilde{c} \\ Lz \end{bmatrix} + \frac{1}{2\mu} \tau \\
\text{s.t.} \quad \left\| \begin{bmatrix} \xi \\ \tau \end{bmatrix} \right\|_2^2 \leq \tau \\
\left\| \begin{bmatrix} \tilde{A} \\ Lz \end{bmatrix} \right\|_2^2 \leq \tau - \nu
\]

(2.4.5)

Therefore, each step of our RBR augmented Lagrangian method involves solving an SOCP with two rotated second-order cone constraints. If \( B \) is only positive semidefinite, we can derive a similar SOCP by using the spectral decomposition of \( B \). For references on solving SOCPs, see [1] for example. Our combined RBR augmented Lagrangian method for minimizing (2.2.1) is presented in Algorithm 3.

**Algorithm 3: Row-by-row augmented Lagrangian method**

Set \( X^1 \succ 0, b^1 = b, \eta \in (0, 1), \nu > 0, \mu^1 > 0, \varepsilon, \varepsilon_r, \varepsilon_f \geq 0 \) and \( k := 1 \).

Compute \( F^0 := \langle C, X^1 \rangle \) and set \( F^1 := +\infty \).

while \( \frac{F^k - F^{k-1}}{\max\{|F^k - F^{k-1}|, 1\}} \geq \varepsilon \) or \( \|A(X^k) - b\|_2 \geq \varepsilon_r \) do

Compute \( f^0 := \langle C, X^k \rangle + \frac{1}{2\mu^k} \|A(X^k) - b^k\|_2^2 \) and set \( f^1 := +\infty \).

while \( \frac{f^{k+1} - f^k}{\max\{|f^{k+1} - f^k|, 1\}} \geq \varepsilon_f \) do

for \( i = 1, \cdots, n \) do

s1 Set \( B := X^k_{i,i} \) and compute \( \tilde{c}, \tilde{A} \) and \( \tilde{b} \) from (2.2.3) with \( b \) replaced by \( b^k \).

s2 Solve the SOCP (2.4.4) and denote its solution by \( \xi \) and \( y \).

s3 Set \( X^k_{i,i} := \xi, X^k_{i,i} := y \) and \( X^k_{i,i} := y^T \).

Compute \( F^k := \langle C, X^k \rangle \) and \( f^k := F^k + \frac{1}{2\mu^k} \|A(X^k) - b^k\|_2^2 \).

s4 Update \( b^{k+1} := b + \nu \frac{\mu^{k+1}}{\mu^k} (b^k - A(X^k)) \).

Choose \( \mu^{k+1} \in [\eta \mu^k, \mu^k] \) and set \( X^{k+1} := X^k \) and \( k := k + 1 \).

The RBR method applied to problem (2.4.2) converges by Theorem 2.3.3 since solv-
ing the RBR subproblem (2.4.4) essentially corresponds to minimizing the unconstrained function obtained by subtracting $\sigma \log (\xi - y^T B^{-1} y)$ from the objective function in (2.4.4) using an argument analogous to the one made in section 2.3.1.

2.4.2 Application to SDPs with only diagonal element constraints

Since the constraints in problem (2.3.1) are $X_{i,i} = 1$ for $i = 1, \ldots, n$, the quadratic term in the objective function of the RBR subproblem simplifies to

$$\left\| \begin{pmatrix} \xi \\ y \end{pmatrix} - \begin{pmatrix} \tilde{A} \\ \tilde{b} \end{pmatrix} \right\|^2 = (\xi - b^k_i)^2,$$

and problem (2.4.4) reduces to

$$\min_{(\xi,y) \in \mathbb{R}^n} \ c\xi + \hat{c}^T y + \frac{1}{2\mu^k} (\xi - b^k_i)^2$$

s.t. \( \xi - y^T B^{-1} y \geq \nu \),

where $c := C_{i,i}$, $\hat{c} := 2C_{i',i}$ and $b^1_l = 1$. The first-order optimality conditions for (2.4.6) are

$$\begin{align*}
\xi &= b^k_i + \mu^k (\lambda - c) \\
y &= -\frac{1}{2\lambda} B \hat{c} \\
\xi &\geq y^T B^{-1} y + \nu, \quad \lambda \geq 0 \text{ and } (\xi - y^T B^{-1} y - \nu) \lambda = 0.
\end{align*}$$
If \( \hat{c} = 0 \), then \( y = 0 \) and \( \xi = \max \{ v, b_i^k - \mu^k c \} \). Otherwise, \( \lambda \) is the unique real root of the cubic equation:

\[
\varphi(\lambda) := 4\mu^k \lambda^3 + 4(b_i^k - \mu^k c - v)\lambda^2 - \gamma = 0,
\]

which is positive. This follows from the continuity of \( \varphi(\lambda) \) and the facts that \( \varphi(0) = -\hat{c}^\top B\hat{c} < 0 \), \( \lim_{\lambda \to +\infty} \varphi(\lambda) = +\infty \) and

\[
\varphi'(\lambda) = 12\mu^k \lambda^2 + 8(b_i^k - \mu^k c - v)\lambda \geq 4\mu^k \lambda^2
\]

since \( \xi = b_i^k - \mu^k c + \mu^k \lambda \geq v \), which implies that \( \varphi'(0) = 0 \) and \( \varphi'(\lambda) > 0 \) for \( \lambda \neq 0 \). We now present a specialized version of the RBR augmented Lagrangian method for problem (2.3.1) as Algorithm 4.

---

**Algorithm 4**: Row-by-row augmented Lagrangian method (ALAG-RBR-M) for problem (2.3.1)

This is a specialized version of Algorithm 3. In Algorithm 3,

1. replace \( \mathcal{A}(X^k) \) by \( \text{diag}(X^k) \);

2. replace steps S1-S3 by the following steps:

   Set \( c := C_{i,i}, \hat{c} := 2C_{i',i} \) and \( B := X^k_{i',i'} \).
   If \( \hat{c} = 0 \), set \( X^k_{i,i} = \max \{ v, b_i^k - \mu^k c \} \), \( X^k_{i',i} = (X^k_{i'i'})^\top = 0 \).
   Otherwise, compute the positive solution \( \lambda \) of (2.4.7), and set
   \[ X^k_{i,i} = b_i^k + \mu^k (\lambda - c), \quad X^k_{i',i} = -\frac{1}{2\lambda} B\hat{c} \text{ and } X^k_{i'i'} = (X^k_{i'i'})^\top. \]
2.4.3 Matrix Completion

Given a matrix $M \in \mathbb{R}^{p \times q}$ and an index set

$$\Omega \subseteq \{(i, j) \mid i \in \{1, \cdots, p\}, j \in \{1, \cdots, q\}\},$$

the nuclear norm matrix completion problem is

$$\min_{W \in \mathbb{R}^{p \times q}} \|W\|_* \quad \text{s.t.} \quad W_{ij} = M_{ij}, \; \forall (i, j) \in \Omega. \quad (2.4.8)$$

An equivalent SDP formulation of (2.4.8) is

$$\min_{X \in S^n} \text{Tr}(X) \quad \text{s.t.} \quad X := \begin{bmatrix} X^{(1)} & W \\ W^T & X^{(2)} \end{bmatrix} \succeq 0 \quad (2.4.9)$$

$$W_{ij} = M_{ij}, \; \forall (i, j) \in \Omega,$$

where $n = p + q$ and the number of linear constraints is $m = |\Omega|$. Let $M_\Omega$ be the vector whose elements are the components of $\{M_{i,j} \mid (i, j) \in \Omega\}$ obtained by stacking the columns of $M$ from column 1 to column $q$ and then keeping only those elements that are in $\Omega$. Hence, $M_\Omega$ corresponds to the right hand side $b$ of the constraints in the general SDP (2.2.1).

We now present the RBR subproblem (2.4.4) corresponding to problem (2.4.9). First, the vector $y$ can be partitioned into two subvectors whose elements are, respectively, in and
not in the set $\Omega$:

$$y \approx \begin{pmatrix} \hat{y} \\ \tilde{y} \end{pmatrix}, \quad \hat{y} := X_{\alpha,i}, \text{ and } \tilde{y} := X_{\beta,i},$$

where, the index sets $\alpha$ and $\beta$ are

$$\beta := i \setminus \alpha, \quad \alpha := \begin{cases} \{j + p, | j \in \bar{\alpha}\}, & \text{where } \bar{\alpha} := \{j \mid (i, j) \in \Omega, j = 1, \cdots, q\}, \text{ if } i \leq p, \\
\{j \mid (j, i) \in \Omega, j = 1, \cdots, p\}, & \text{if } p < i \leq n. \end{cases}$$

(2.4.10)

Hence, it follows from the special constraints $W_{ij} = M_{ij}, (i, j) \in \Omega$ in (2.4.8) that the norm of the residual of each RBR subproblem (2.4.4) is

$$\| \tilde{A} \begin{pmatrix} \xi \\ y \end{pmatrix} - \tilde{b} \| = \| X_{\alpha,i} - \tilde{b} \| =: \| \tilde{y} - \tilde{b} \|,$$

where

$$\tilde{b} := \begin{cases} (M_{i,\alpha}^k)^\top, & \text{if } i \leq p, \\
M_{\alpha,i-p}^k, & \text{if } p < i \leq n, \end{cases}$$

(2.4.11)

and $M^1 = M$. Therefore, the SOCP (2.4.4) becomes

$$\min_{(\xi, y) \in \mathbb{R}^n} \xi + \frac{1}{2\mu^k} \| \tilde{y} - \tilde{b} \|_2^2$$

s.t. $\xi - y^\top B^{-1} y \geq \nu$, 

(2.4.12)
where the matrix \( B = \begin{pmatrix} X^k_{\alpha,\alpha} & X^k_{\alpha,\beta} \\ X^k_{\beta,\alpha} & X^k_{\beta,\beta} \end{pmatrix} \).

**Lemma 2.4.1.** The optimal solution of the RBR subproblem (2.4.12) is given by

\[
\begin{aligned}
&\xi = \frac{1}{2\mu_k} \tilde{y}^\top (\tilde{b} - \tilde{y}) + v, \\
&\tilde{y} = (2\mu_k I + X^k_{\alpha,\alpha})^{-1} X^k_{\alpha,\alpha} \tilde{b}, \\
&\tilde{y} = \frac{1}{2\mu_k} X^k_{\beta,\alpha} (\tilde{b} - \tilde{y}).
\end{aligned}
\]  
(2.4.13)

**Proof.** Note that the optimal solution \([\xi; y] = [\xi; \tilde{y}; \tilde{y}]\) of (2.4.12) must satisfy \(\xi = y^\top B^{-1} y + v\). Hence, (2.4.12) is equivalent to an unconstrained quadratic minimization problem

\[
\min_y y^\top B^{-1} y + \frac{1}{2\mu_k} \left\| \tilde{y} - \tilde{b} \right\|_2^2,
\]  
(2.4.14)

whose optimality conditions are

\[
\begin{pmatrix} X^k_{\alpha,\alpha} & X^k_{\alpha,\beta} \\ X^k_{\beta,\alpha} & X^k_{\beta,\beta} \end{pmatrix}^{-1} \begin{pmatrix} \tilde{y} \\ \tilde{y} \end{pmatrix} + \frac{1}{2\mu_k} \begin{pmatrix} \tilde{y} - \tilde{b} \\ 0 \end{pmatrix} = 0,
\]  
(2.4.15)

which implies that

\[
\begin{pmatrix} \tilde{y} \\ \tilde{y} \end{pmatrix} + \frac{1}{2\mu_k} \begin{pmatrix} X^k_{\alpha,\alpha} \\ X^k_{\beta,\alpha} \end{pmatrix} \tilde{y} = \frac{1}{2\mu_k} \begin{pmatrix} X^k_{\alpha,\alpha} \\ X^k_{\beta,\alpha} \end{pmatrix} \tilde{b}.
\]

Therefore, \(\tilde{y} = \frac{1}{2\mu_k} X^k_{\beta,\alpha} (\tilde{b} - \tilde{y})\), where \(\tilde{y}\) can be computed from the system of linear equations

\[
\left(2\mu_k I + X^k_{\alpha,\alpha}\right) \tilde{y} = X^k_{\alpha,\alpha} \tilde{b}.
\]
Then, it follows from $\xi = y^TB^{-1}y + \nu$ and (2.4.15) that

$$\xi = \begin{pmatrix} \hat{y} \\ \bar{y} \end{pmatrix}^T \begin{pmatrix} X_{\alpha,\alpha}^k & X_{\alpha,\beta}^k \\ X_{\beta,\alpha}^k & X_{\beta,\beta}^k \end{pmatrix}^{-1} \begin{pmatrix} \hat{y} \\ \bar{y} \end{pmatrix} + \nu \quad (2.4.16)$$

$$= \frac{1}{2\mu_k} \begin{pmatrix} \hat{y} \\ \bar{y} \end{pmatrix}^T \begin{pmatrix} \bar{b} - \hat{y} \\ 0 \end{pmatrix} + \nu = \frac{1}{2\mu_k} \hat{y}^T (\bar{b} - \hat{y}) + \nu.$$

Note from (2.4.13) that we only need to solve a single system of linear equations, whose size is the number of sample elements in the row and hence expected to be small, to obtain the minimizer of the RBR subproblem (2.4.12). The specialized RBR method for minimizing (2.4.9) is presented in Algorithm 5.

### 2.5 Numerical Results

Although the numerical results that we present in this section are limited to two special classes of SDP problems, they illustrate the effectiveness of our RBR algorithmic framework. Specifically, they show that large scale SDPs can be solved in a moderate amount of time using only moderate amount of memory. Moreover, our tests show that the number of cycles taken by our algorithm grows very slowly with the size of the problem.
Algorithm 5: The RBR method (RBR-MC) for problem (2.4.9)

Set $X^1 \succ 0$, $b^1 = b$, $\eta \in (0, 1)$, $\nu > 0$, $\mu^1 > 0$, $\epsilon, \epsilon_r, \epsilon_f \geq 0$ and $k := 1$.

Compute $F^0 := Tr(X^1)$ and set $F^1 := +\infty$.

while $\frac{F^k - F^{k-1}}{\max\{|F^k|, |F^{k-1}|\}} \geq \epsilon$ or $\|X^k - M\|_2 \geq \epsilon_r$ do

Compute $f^0 := Tr(X^k) + \frac{1}{2\mu^k} \|X^k - M\|_2^2$ and set $f^1 := +\infty$.

while $\frac{f^k - f^{k-1}}{\max\{|f^k|, |f^{k-1}|\}} \geq \epsilon_f$ do

for $i = 1, \cdots, n$ do

if $|\alpha| = 0$ then Set $X_{i,i}^k = 0$, $X_{i,c}^k = 0$ and $X_{c,i}^k = 0$.

else

Compute $X_{\alpha,i}^k := (2\mu^k I + X_{\alpha,\alpha}^k)^{-1} X_{\alpha,\alpha}^k \tilde{b}$; $X_{\beta,i}^k = \frac{1}{2\mu^k} X_{\beta,\alpha}^k (\tilde{b} - X_{\alpha,i}^k)$;

$X_{i,i}^k = \frac{1}{2\mu^k} (X_{\alpha,i}^k)\top (\tilde{b} - X_{\alpha,i}^k) + \nu$ and set $X_{i,c}^k = (X_{c,i}^k)\top$.

end

Compute $F^k := Tr(X^k)$ and $f^k := F^k + \frac{1}{2\mu^k} \|X^k - M\|_2^2$.

end

Update $M_{\Omega}^{k+1} := M_{\Omega} + \frac{\mu^{k+1}}{\mu^k} (M_{\Omega}^k - X^k)$. Choose $\mu^{k+1} \in [\eta \mu^k, \mu^k]$ and set $X^{k+1} := X^k$ and $k := k + 1$.

2.5.1 The maxcut SDP relaxation

In this subsection, we demonstrate the effectiveness of the RBR methods Algorithms 2 (PURE-RBR-M) and 4 (ALAG-RBR-M) on a set of maxcut SDP relaxation problems and compare them with the code DSDP (version 5.8) [3]. The DSDP code implements a dual interior point method that is designed to take advantage of the structure of such problems.

The main parts of our code were written in C language MEX-files for MATLAB (Release 7.3.0), and all experiments were performed on a Dell Precision 670 workstation with an Intel Xeon 3.4GHZ CPU and 6GB of RAM.

The test problems are based on graphs generated by “rudy”, a machine independent graph generator written by G.Rinaldi. These graphs range in size from $n = 1000$ to $n = 4000$ and the arguments of “rudy” are similar to those used in the G Set of graphs tested.
in [3, 33]. Specifically, for size \( n = 1000 \), we produced five different graphs “R1000-1”, 
\( \cdots \), “R1000-5” with a density of 1% (4,995 edges) and with random edge weights from 
\( \{ -1, 1 \} \) by using the command

\[
\text{rudy -rnd_graph n 1 seed -random 0 1 seed -times 2 -plus -1,}
\]

where seed = 10\( n + i \), \( i = 1, \cdots, 5 \), respectively. The graphs from “R2000-1” to “R4000-5”
were generated in a similar fashion. We also tested “almost” planar graphs having as their
edge set the union of the edges of two (almost maximal) planar graphs with random edge
weights from \( \{ -1, 1 \} \); that is, the graphs “P1000-1” to “P4000-5” were generated by the
command

\[
\text{rudy -planar n 99 seed1 -planar n 99 seed2 + -random 0 1 seed3 -times 2 -plus -1,}
\]

where seed1 = 10\( n + i + 4 \), seed2 = 10\( n + i + 5 \) and seed3 = 10\( n + i \), for \( n = 1000, \cdots, 4000 \)
and \( i = 1, \cdots, 5 \). In all cases the cost matrix \( C \) was the Laplace matrix of the graph divided
by 4, i.e., \( C = -\frac{1}{4}(\text{diag}(Ae) - A) \), where \( A \) was the weighted adjacency matrix of the graph.

The parameters of DSDP were set to their default values. The parameter \( \nu \) in the RBR
methods was set to \( 10^{-6} \). We ran PURE-RBR-M with two different tolerances, i.e., \( \varepsilon \)
was set to \( 10^{-3} \) (moderately accurate) and \( 10^{-6} \) (highly accurate), respectively. Similarly,
we ran ALAG-RBR-M with two different tolerance settings, that is, \( \varepsilon, \varepsilon_r, \varepsilon_f \) were all set
to \( 10^{-1} \) and \( 10^{-4} \), respectively. For practical considerations, we terminated minimizing
each augmented Lagrangian function if the number of cycles was greater than 5. The
initial penalty parameter \( \mu^1 \) in ALAG-RBR-M was set to 5 and was updated by \( \mu^{k+1} = 
\max(0.5\mu^k, 10^{-1}) \).
A summary of the computational results is presented in Table 2.2. In the table, “obj” denotes the objective function of the dual problem computed by DSDP, “rel-obj” denotes the relative error between the objective function value computed by the RBR methods and “obj”, “CPU” denotes CPU time measured in seconds, and “cycle” denotes the total number RBR cycles. From the table, we can see that both RBR methods are able to solve the maxcut SDP relaxation very efficiently. The number of cycles required was almost the same for all of the problems, no matter what their size was.

To illustrate the relationship between the computational cost of the RBR methods and the dimension of the SDP matrices, we plot the average of the CPU time versus the dimension in Figure 2.1 (a) and the average of the number of cycles versus the dimension in Figure 2.1 (b). Somewhat surprisingly, our augmented Lagrangian RBR algorithm solved the maxcut SDP problems as efficiently as our pure RBR algorithm for a given relative error.
Table 2.2: Computational results for the maxcut SDP relaxation.

<table>
<thead>
<tr>
<th>Name</th>
<th>obj CPU</th>
<th>rel-obj CPU cycle</th>
<th>rel-obj CPU cycle</th>
<th>rel-obj CPU cycle</th>
</tr>
</thead>
<tbody>
<tr>
<td>R1000-1</td>
<td>-1.4e+3</td>
<td>52.6</td>
<td>4.9e-3 0.6 13</td>
<td>3.0e-5 3.9 90</td>
</tr>
<tr>
<td>R1000-2</td>
<td>-1.4e+3</td>
<td>57.0</td>
<td>5.0e-3 0.6 13</td>
<td>3.6e-5 4.1 96</td>
</tr>
<tr>
<td>R1000-3</td>
<td>-1.5e+3</td>
<td>50.8</td>
<td>5.0e-3 0.6 13</td>
<td>3.8e-5 4.3 99</td>
</tr>
<tr>
<td>R1000-4</td>
<td>-1.4e+3</td>
<td>51.3</td>
<td>5.0e-3 0.6 13</td>
<td>3.2e-5 4.0 94</td>
</tr>
<tr>
<td>R1000-5</td>
<td>-1.5e+3</td>
<td>50.1</td>
<td>4.6e-3 0.6 13</td>
<td>3.5e-5 3.7 87</td>
</tr>
<tr>
<td>R2000-1</td>
<td>-4.1e+3</td>
<td>607.6</td>
<td>5.0e-3 3.9 14</td>
<td>3.7e-5 26.5 97</td>
</tr>
<tr>
<td>R2000-2</td>
<td>-4.1e+3</td>
<td>602.3</td>
<td>5.2e-3 3.9 14</td>
<td>3.6e-5 27.5 101</td>
</tr>
<tr>
<td>R2000-3</td>
<td>-4.2e+3</td>
<td>680.5</td>
<td>5.1e-3 4.3 14</td>
<td>3.4e-5 26.4 97</td>
</tr>
<tr>
<td>R2000-4</td>
<td>-4.2e+3</td>
<td>646.7</td>
<td>5.2e-3 3.9 14</td>
<td>3.2e-5 26.1 96</td>
</tr>
<tr>
<td>R2000-5</td>
<td>-4.1e+3</td>
<td>661.5</td>
<td>4.9e-3 3.9 14</td>
<td>3.9e-5 26.1 96</td>
</tr>
<tr>
<td>R3000-1</td>
<td>-7.7e+3</td>
<td>2576</td>
<td>5.0e-3 12.8 15</td>
<td>4.1e-5 90.0 103</td>
</tr>
<tr>
<td>R3000-2</td>
<td>-7.1e+3</td>
<td>2606</td>
<td>5.2e-3 13.2 15</td>
<td>3.7e-5 89.4 105</td>
</tr>
<tr>
<td>R3000-3</td>
<td>-7.7e+3</td>
<td>2550</td>
<td>5.0e-3 13.0 15</td>
<td>4.0e-5 91.4 101</td>
</tr>
<tr>
<td>R3000-4</td>
<td>-7.9e+3</td>
<td>2518</td>
<td>5.1e-3 13.6 15</td>
<td>4.0e-5 98.0 107</td>
</tr>
<tr>
<td>R3000-5</td>
<td>-7.7e+3</td>
<td>2514</td>
<td>5.3e-3 12.9 15</td>
<td>3.7e-5 91.8 107</td>
</tr>
<tr>
<td>R4000-1</td>
<td>-1.2e+4</td>
<td>6274</td>
<td>5.9e-3 36.5 15</td>
<td>4.0e-5 261.1 108</td>
</tr>
<tr>
<td>R4000-2</td>
<td>-1.2e+4</td>
<td>6310</td>
<td>5.7e-3 36.3 15</td>
<td>3.9e-5 265.7 108</td>
</tr>
<tr>
<td>R4000-3</td>
<td>-1.2e+4</td>
<td>6529</td>
<td>5.8e-3 36.0 15</td>
<td>4.1e-5 264.1 110</td>
</tr>
<tr>
<td>R4000-4</td>
<td>-1.2e+4</td>
<td>7018</td>
<td>5.8e-3 36.6 15</td>
<td>3.7e-5 261.3 108</td>
</tr>
<tr>
<td>R4000-5</td>
<td>-1.5e+4</td>
<td>5994</td>
<td>5.6e-3 36.7 15</td>
<td>3.8e-5 270.1 112</td>
</tr>
<tr>
<td>P1000-1</td>
<td>-1.4e+3</td>
<td>45.1</td>
<td>5.0e-3 0.6 13</td>
<td>4.0e-5 4.9 102</td>
</tr>
<tr>
<td>P1000-2</td>
<td>-1.4e+3</td>
<td>45.5</td>
<td>4.4e-3 0.6 13</td>
<td>2.9e-5 4.2 89</td>
</tr>
<tr>
<td>P1000-3</td>
<td>-1.5e+3</td>
<td>42.6</td>
<td>4.6e-3 0.6 13</td>
<td>3.5e-5 4.2 88</td>
</tr>
<tr>
<td>P1000-4</td>
<td>-1.4e+3</td>
<td>44.7</td>
<td>4.6e-3 0.6 13</td>
<td>3.2e-5 4.7 93</td>
</tr>
<tr>
<td>P1000-5</td>
<td>-1.4e+3</td>
<td>44.6</td>
<td>4.4e-3 0.6 13</td>
<td>3.2e-5 4.7 93</td>
</tr>
<tr>
<td>P2000-1</td>
<td>-2.9e+3</td>
<td>386.1</td>
<td>5.5e-3 3.0 14</td>
<td>3.7e-5 21.6 102</td>
</tr>
<tr>
<td>P2000-2</td>
<td>-2.8e+3</td>
<td>362.8</td>
<td>5.8e-3 2.9 14</td>
<td>3.9e-5 22.1 109</td>
</tr>
<tr>
<td>P2000-3</td>
<td>-2.9e+3</td>
<td>359.0</td>
<td>5.4e-3 2.9 14</td>
<td>3.7e-5 22.2 105</td>
</tr>
<tr>
<td>P2000-4</td>
<td>-2.9e+3</td>
<td>348.2</td>
<td>5.5e-3 2.9 14</td>
<td>4.0e-5 22.8 111</td>
</tr>
<tr>
<td>P2000-5</td>
<td>-2.9e+3</td>
<td>377.9</td>
<td>5.6e-3 2.9 14</td>
<td>3.9e-5 21.3 104</td>
</tr>
<tr>
<td>P3000-1</td>
<td>-4.3e+3</td>
<td>1400</td>
<td>6.0e-3 7.3 15</td>
<td>4.0e-5 56.3 117</td>
</tr>
<tr>
<td>P3000-2</td>
<td>-4.3e+3</td>
<td>1394</td>
<td>6.5e-3 7.0 14</td>
<td>4.7e-5 57.2 119</td>
</tr>
<tr>
<td>P3000-3</td>
<td>-4.3e+3</td>
<td>1351</td>
<td>6.3e-3 6.8 14</td>
<td>4.5e-5 57.0 118</td>
</tr>
<tr>
<td>P3000-4</td>
<td>-4.3e+3</td>
<td>1647</td>
<td>6.7e-3 7.0 14</td>
<td>4.8e-5 60.6 125</td>
</tr>
<tr>
<td>P3000-5</td>
<td>-4.3e+3</td>
<td>1757</td>
<td>6.7e-3 6.9 14</td>
<td>4.4e-5 57.0 117</td>
</tr>
<tr>
<td>P4000-1</td>
<td>-5.5e+3</td>
<td>3688</td>
<td>6.5e-3 14.3 15</td>
<td>4.3e-5 114.2 124</td>
</tr>
<tr>
<td>P4000-2</td>
<td>-5.9e+3</td>
<td>1252</td>
<td>6.5e-3 14.4 15</td>
<td>4.9e-5 116.7 126</td>
</tr>
<tr>
<td>P4000-3</td>
<td>-5.8e+3</td>
<td>3790</td>
<td>6.3e-3 14.2 15</td>
<td>4.8e-5 115.1 126</td>
</tr>
<tr>
<td>P4000-4</td>
<td>-5.8e+3</td>
<td>3474</td>
<td>6.6e-3 14.3 15</td>
<td>4.6e-5 118.8 128</td>
</tr>
<tr>
<td>P4000-5</td>
<td>-5.9e+3</td>
<td>3389</td>
<td>6.1e-3 14.3 15</td>
<td>4.4e-5 111.9 120</td>
</tr>
</tbody>
</table>
2.5.2 Matrix Completion

In this subsection, we evaluate the RBR method Algorithm 5 (RBR-MC) on the matrix completion problem (2.4.9). Note that the pure RBR method can be directly applied to this problem. However, preliminary numerical testing showed that this approach is much slower (i.e., converges much more slowly) than using RBR-MC. Random matrices $M \in \mathbb{R}^{p \times q}$ with rank $r$ were created by the following procedure [41]: we first generated random matrices $M_L \in \mathbb{R}^{p \times r}$ and $M_R \in \mathbb{R}^{q \times r}$ with i.i.d. Gaussian entries and then set $M = M_L M_R^\top$; then we sampled a subset $\Omega$ of $m$ entries uniformly at random. The ratio $m/(pq)$ between the number of measurements and the number of entries in the matrix is denoted by “SR” (sampling ratio). The ratio $r(p+q-r)/m$ between the dimension of a rank $r$ matrix to the number of samples is denoted by “FR”. In our tests, the rank $r$ and the sampling entry $m$ were taken consistently so that according to the theory in [15] the matrix $M$ is the optimal solution of problem (2.4.9). Specifically, FR was set to 0.2 and 0.3 and $r$ was set to 10. We tested five square matrices $M$ with dimensions $p = q \in \{100, 200, \cdots, 500\}$ and set the number $m$ to $r(p+q-r)/FR$. All parameters $p, q, r, m$ and the random seeds “seed” used by the random number generators “rand” and “randn” in MATLAB are reported in Table 2.3.

All parameters of RBR-MC were set to the same values as those used in ALAG-RBR-M. A summary of the computational results is presented in Table 2.3. In the table, “rel-X” denotes the relative error between the true and the recovered matrices, which is defined as $\text{rel-X} := \frac{\|X - M\|_F}{\|M\|_F}$, and “rel-obj” denotes the relative error between the objective function
Table 2.3: Computational results for the matrix completion problem

<table>
<thead>
<tr>
<th>seed</th>
<th>rel-X</th>
<th>rel-obj</th>
<th>CPU cycle</th>
<th>seed</th>
<th>rel-X</th>
<th>rel-obj</th>
<th>CPU cycle</th>
</tr>
</thead>
<tbody>
<tr>
<td>FR=0.2</td>
<td></td>
<td></td>
<td></td>
<td>FR=0.3</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>p=q=100; r=10; m=9500; SR=0.95</td>
<td>p=q=100; r=10; m=6333; SR=0.63</td>
<td></td>
<td></td>
<td>p=q=200; r=10; m=19500; SR=0.49</td>
<td>p=q=200; r=10; m=13000; SR=0.33</td>
<td></td>
<td></td>
</tr>
<tr>
<td>p=q=300; r=10; m=29500; SR=0.33</td>
<td>p=q=300; r=10; m=19666; SR=0.22</td>
<td></td>
<td></td>
<td>p=q=400; r=10; m=49500; SR=0.20</td>
<td>p=q=400; r=10; m=33000; SR=0.13</td>
<td></td>
<td></td>
</tr>
<tr>
<td>p=q=500; r=10; m=49500; SR=0.20</td>
<td>p=q=500; r=10; m=33000; SR=0.13</td>
<td></td>
<td></td>
<td>p=q=600; r=10; m=9500; SR=0.25</td>
<td>p=q=600; r=10; m=26333; SR=0.16</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

value obtained and $\| M \|_\ast$, which is defined as rel-obj := $\frac{1}{2} Tr(X) - \| M \|_\ast$. DSDP is not included in this comparison because it takes too long to solve all problems. To illustrate the relationship between the computational cost of the RBR methods and the dimension of the matrices, we plot the average of the CPU time versus the dimension of the SDP matrix (i.e., $p + q$) in Figure 2.2 (a) and the average of the number of cycles versus this dimension in Figure 2.2 (b).
Figure 2.2: Relationship between the computational cost and SDP matrix dimension for nuclear norm matrix completion problems

2.6 Conclusion

In this chapter, we presented a new first-order algorithmic framework, the row-by-row (RBR) method, for solving semidefinite programming problems based on replacing the positive semidefinite constraint $X \succeq 0$ by requiring nonnegativity of the Schur complement of any $(n-1)$-dimensional principal submatrix of $X$, which is temporally fixed. By doing this, the positive semidefinite constraint is reduced to a simple second-order cone constraint. The pure RBR method is extremely effective in solving an SDP whose only constraints are that the diagonal elements of $X$ are constant, since only a single matrix-vector product is involved at each inner step. To handle more general linear constraints in an SDP, we apply the pure RBR method to a sequence of unconstrained problems by using an augmented Lagrangian approach. Our method is especially suitable for solving the maxcut SDP relaxation and nuclear norm matrix completion problems since closed-form solutions for the RBR subproblems are available.
Chapter 3

Alternating Direction Augmented Lagrangian Methods for SDP

3.1 Introduction

In this chapter we present an alternating direction method based on an augmented Lagrangian framework for solving SDP problems. Alternating direction methods have been extensively studied to minimize the augmented Lagrangian function for optimization problems arising from partial differential equations (PDEs) [22, 24]. In these methods, the variables are partitioned into several blocks according to their roles, and then the augmented Lagrangian function is minimized with respect to each block by fixing all other blocks at each inner iteration. This simple idea has been applied to many other problem classes, such as, variational inequality problems [31, 32], linear programming [19], nonlinear convex optimization [7, 16, 36, 38, 54], maximal monotone operators [20] and nonsmooth $\ell_1$
minimization arising from compressive sensing [57,60,63]. In [61], an alternating direction method for SDP is presented by reformulating the complementary condition as a projection equation.

Our algorithm applies the alternating direction method within a dual augmented Lagrangian framework. When our method is applied to an SDP in standard form, at each iteration it first minimizes the dual augmented Lagrangian function with respect to the Lagrange multipliers corresponding to the linear constraints, and then with respect to the dual slack variables while keeping the other variables fixed, after which it updates the primal variables. This algorithm is very closely related to the regularization method in [42]. While the theoretical algorithm in [42] updates the primal variable $X$ only after a certain condition is satisfied, the actual algorithm implemented in [42] (i.e., Algorithm 5.1 in [42]) updates the primal variable $X$ immediately after all other blocks are updated at each iteration, which is exactly our alternating direction method. The algorithms in [42] cannot be applied directly to SDPs with inequality constraints, and in particular, with positivity constraints, i.e., every component of $X$ is nonnegative. In order to preserve the structure of these inequality constraints, such as sparsity and orthogonality, we do not transform them to equality constraints but add some extra steps to our alternating direction method to minimize the dual augmented Lagrangian function with respect to the Lagrange multipliers corresponding to the inequality constraints. This gives us a multiple-splitting alternating direction method. Numerical experiments on, for example, frequency assignment problems show that the performance of our method is significantly better than those in [42, 64].

Our contributions are as follows. Although the techniques for analyzing the alternating
direction methods for variational inequalities in [31] and a class of nonlinear optimization problems in [7] can be applied to analyze our algorithm for SDPs in standard form, we present a different and simple convergence proof by formulating our algorithm as a fixed point method. We note that the convergence properties of the actual implementation of the regularization method in [42] has not been studied. Moreover, we present a multiple-splitting alternating direction method to solve SDPs with inequality constraints directly without transforming them into SDPs in standard form by introducing a lot of auxiliary variables and constraints.

The rest of this chapter is organized as follows. We present an alternating direction augmented Lagrangian method for SDP in standard form in subsection 3.2.1 and analyze its convergence in subsection 3.2.2, and then extend this method to an expanded problem with inequality and positivity constraints in subsection 3.2.3. We discuss practical issues related to the eigenvalue decomposition performed at each iteration, strategies for adjusting the penalty parameter, the use of a step size for updating the primal variable $X$, termination rules and how to detect stagnation to enhance the performance of our methods in section 3.3. Finally, numerical results for frequency assignment, maximum stable set and binary integer quadratic programming problems are presented in section 3.4 to demonstrate the robustness and efficiency of our algorithm.
3.2 Alternating direction augmented Lagrangian methods

3.2.1 A two-splitting scheme for standard form SDPs

Consider the standard form SDP

\[
\begin{align*}
   & \min_{X \in S^n} \langle C, X \rangle \\
   & \text{s.t. } A(X) = b, \quad X \succeq 0.
\end{align*}
\]  

(3.2.1)

We make the following assumption throughout our presentation.

**Assumption 3.2.1.** The matrix \( A \) has full row rank and the Slater condition holds for (3.2.1); that is, there exists a matrix \( \bar{X} \succ 0 \) satisfying \( A(\bar{X}) = b \).

The dual problem of (3.2.1) is

\[
\begin{align*}
   & \min_{y \in \mathbb{R}^m, S \in S^n} -b^\top y \\
   & \text{s.t. } A^*(y) + S = C, \quad S \succeq 0.
\end{align*}
\]  

(3.2.2)

The augmented Lagrangian function for the dual SDP (3.2.2) corresponding to the linear constraints is defined as:

\[
L_\mu(X, y, S) := -b^\top y + \langle X, A^*(y) + S - C \rangle + \frac{1}{2\mu} \|A^*(y) + S - C\|_F^2,
\]

where \( X \in S^n \) and \( \mu > 0 \). Starting from \( X^0 = 0 \), the augmented Lagrangian method solves
on the $k$-th iteration

$$\min_{y \in \mathbb{R}^m, S \in S^n} L_\mu(X^k, y, S), \quad \text{s.t.} \quad S \succeq 0, \quad (3.2.3)$$

for $y^{k+1}$ and $S^{k+1}$, and then updates the primal variable $X^{k+1}$ by

$$X^{k+1} := X^k + \frac{A^*(y^{k+1}) + S^{k+1} - C}{\mu}. \quad (3.2.4)$$

Since solving problem (3.2.3) exactly is very expensive, we consider instead an alternating direction method. Starting from $X^0$ and $S^0$ at the first iteration, we update on the $k$th iteration the variables $y$, $S$ and $X$ by first minimizing $L_\mu(X, y, S)$ with respect to $y$ to obtain $y^{k+1}$ with $X := X^k$ and $S := S^k$ fixed; then minimizing $L_\mu(X, y, S)$ with respect to $S$ subject to $S \succeq 0$ to obtain $S^{k+1}$ with $X := X^k$ and $y := y^{k+1}$ fixed; and finally, updating $X^k$ by (3.2.4); that is, we compute

$$y^{k+1} := \arg\min_{y \in \mathbb{R}^m} L_\mu(X^k, y, S^k), \quad (3.2.5a)$$

$$S^{k+1} := \arg\min_{S \in S^n} L_\mu(X^k, y^{k+1}, S), \quad S \succeq 0, \quad (3.2.5b)$$

$$X^{k+1} := X^k + \frac{A^*(y^{k+1}) + S^{k+1} - C}{\mu}. \quad (3.2.5c)$$

The first-order optimality conditions for (3.2.5a) are

$$\nabla_y L_\mu(X^k, y^{k+1}, S^k) := A(X^k) - b + \frac{1}{\mu} A(A^*(y^{k+1}) + S^k - C) = 0.$$
Since by Assumption 3.2.1 $\mathcal{A}\mathcal{A}^\ast$ is invertible, we obtain $y^{k+1} := y(S^k, X^k)$, where

$$y(S, X) := -(\mathcal{A}\mathcal{A}^\ast)^{-1}(\mu(\mathcal{A}(X) - b) + \mathcal{A}(S - C)).$$  \hfill (3.2.6)$$

By rearranging the terms of $L_\mu(X^k, y^{k+1}, S)$, it is easily verified that problem (3.2.5b) is equivalent to

$$\min_{S \in \mathcal{S}^n} \|S - V^{k+1}\|_F^2, \quad S \succeq 0, \quad \text{subject to} \quad S \preceq 0,$$  \hfill (3.2.7)$$

where $V^{k+1} := V(S^k, X^k)$ and the function $V(S, X)$ is defined as

$$V(S, X) := C - \mathcal{A}^\ast(y(S, X)) - \mu X.$$  \hfill (3.2.8)$$

Hence, we obtain the solution $S^{k+1} := V^{k+1} := Q_\dagger \Sigma_+ Q_\dagger^\top$, where

$$Q\Sigma Q^\top = \begin{pmatrix} Q_\dagger & Q_\ddagger \end{pmatrix} \begin{pmatrix} \Sigma_+ & 0 \\ 0 & \Sigma_- \end{pmatrix} \begin{pmatrix} Q_\dagger^\top \\ Q_\ddagger^\top \end{pmatrix}$$

is the spectral decomposition of the matrix $V^{k+1}$, and $\Sigma_+$ and $\Sigma_-$ are the nonnegative and negative eigenvalues of $V^{k+1}$. It follows from the updating equation (3.2.5c) that

$$X^{k+1} := X^k + \frac{\mathcal{A}^\ast(y^{k+1}) + S^{k+1} - C}{\mu} = \frac{1}{\mu} (S^{k+1} - V^{k+1}) = \frac{1}{\mu} V^{k+1}, \quad \text{subject to} \quad S \preceq 0.$$  \hfill (3.2.9)$$
where $V_{k+1} := -Q_k \Sigma Q_k^T$. Note that $X^{k+1}$ is also the optimal solution of

$$
\min_{X \in \mathbb{S}^n} \left\| \mu X + V^{k+1} \right\|_F^2, \quad X \succeq 0.
$$

(3.2.10)

From the above observation, we arrive at the alternating direction augmented Lagrangian method in Algorithm 6, below.

**Algorithm 6**: Alternating direction augmented Lagrangian method for SDP

Set $X^0 \succeq 0$ and $S^0 \succeq 0$.

**for** $k = 0, 1, \cdots$ **do**

- Compute $y^{k+1}$ according to (3.2.6).
- Compute $V^{k+1}$ and its eigenvalue decomposition, and set $S^{k+1} := V_{k+1}^T$.
- Compute $X^{k+1} = \frac{1}{\mu} (S^{k+1} - V^{k+1})$.

**Remark 3.2.1**. In the boundary point method [46] and regularization method [42], $X^k$ is fixed until $\frac{1}{\mu} (S^{k+1} - V^{k+1})$ is nearly feasible. However, the actual regularization method implemented in the numerical experiments in [42] is exactly Algorithm 6.

**Remark 3.2.2**. If $\mathcal{A}\mathcal{A}^* = I$, as is the case for many SDP relaxations of combinatorial optimization problems, such as the maxcut SDP relaxation, the SDP relaxation of the maximum stable set problem and the bisection SDP relaxation, step (3.2.5a), i.e., (3.2.6), is very inexpensive. If $\mathcal{A}\mathcal{A}^* \neq I$, we can compute $\mathcal{A}\mathcal{A}^*$ and its inverse (or its Cholesky factorization) prior to executing Algorithm 6. If computing the Cholesky factorization of $\mathcal{A}\mathcal{A}^*$ is very expensive, the strategies in [16, 20] can be used to compute an approximate minimizer $y^{k+1}$ in step (3.2.5a).
3.2.2 Convergence analysis of Algorithm 6

Although the techniques for analyzing the convergence properties of the alternating direction methods for optimization problems arising from PDEs in [24], variational inequalities in [31] and a class of nonlinear optimization problems in [7] can be applied to our algorithm, we present here a different and simple argument by formulating our algorithm as a fixed point method. For any matrix $V \in S^n$, let the matrix $(V_+, V_-)$ be denoted by $P(V)$. Hence, each iteration of Algorithm 6 can be expressed as

$$y^{k+1} := y(S^k, X^k) \text{ and } (S^{k+1}, \mu X^{k+1}) := P(V^{k+1}) = P(V(S^k, X^k)).$$  (3.2.11)

We first describe a result of the orthogonal decomposition.

**Lemma 3.2.2.** (Theorem 3.2.5 in [34], J.-J. Moreau) Let $K$ be a closed convex cone and $K^\circ$ be the polar cone of $K$, that is, $K^\circ := \{ s \in \mathbb{R}^n : \langle s, x \rangle \leq 0 \text{ for all } x \in K \}$. For the three elements $x, x_1$ and $x_2$ in $\mathbb{R}^n$, the properties below are equivalent:

(i) $x = x_1 + x_2$ with $x_1 \in K$ and $x_2 \in K^\circ$ and $\langle x_1, x_2 \rangle = 0$;

(ii) $x_1 = P_K(x)$ and $x_2 = P_{K^\circ}(x),

where $P_K(x)$ is the projection of $x$ on $K$.

The next lemma shows that any optimal solution of (3.2.1) is a fixed point of the equations (3.2.11).

**Lemma 3.2.3.** Suppose Assumption 3.2.1 holds. Then, there exist primal and dual optimal solutions $(X, y, S)$ for (3.2.1) and (3.2.2) and the following two statements are equivalent:
(i) \((X, y, S)\) satisfies the KKT optimality conditions

\[
\begin{align*}
\mathcal{A}(X) &= b, \\
\mathcal{A}^*(y) + S &= C, \\
SX &= 0, \\
X &\succeq 0, \\
Z &\succeq 0.
\end{align*}
\]

(ii) \((X, y, S)\) satisfies

\[
y = y(S, X) \text{ and } \begin{pmatrix} S \\ \mu X \end{pmatrix} = \mathcal{P}(V(S, X)).
\]

**Proof.** The proof here is similar to Proposition 2.6 in [42]. Since the Slater condition holds, there exists primal and dual optimal solution \((X, y, S)\) for (3.2.1) and (3.2.2) so that statement (i) is true. Direct algebraic manipulation shows that \(y = y(S, X)\) from statement (i). It follows from Lemma 3.2.2 that

\[
S - \mu X = V(S, X), \quad X \succeq 0, \quad S \succeq 0, \quad SX = 0,
\]

is equivalent to \(S = V_\dagger(S, X)\) and \(\mu X = V_\dagger(S, X)\). Hence, statement (i) implies statement (ii).

Now, suppose statement (ii) is true; i.e., \(S = V_\dagger(S, X)\) and \(\mu X = V_\dagger(S, X)\). Since \(S - \mu X = V(S, X)\), it follows from \(V(S, X) = C - \mathcal{A}^*(y) - \mu X\) that \(S = C - \mathcal{A}^*(y)\). From \(y = y(S, X)\), we obtain

\[
(\mathcal{A}^*)y = \mu(b - \mathcal{A}(X)) + \mathcal{A}(C - S) = \mu(b - \mathcal{A}(X)) + (\mathcal{A}^*)y,
\]

which implies that \(\mathcal{A}(X) = b\). Hence, statement (ii) implies statement (i). \(\square\)
We now show that the operator $\mathcal{P}(V)$ is nonexpansive.

**Lemma 3.2.4.** For any $V, \hat{V} \in S^n$,

$$\left\| \mathcal{P}(V) - \mathcal{P}(\hat{V}) \right\|_F \leq \| V - \hat{V} \|_F,$$

(3.2.12)

with equality holding if and only if $V^T \hat{V} = 0$ and $V^T \hat{V} = 0$.

**Proof.** We denote $V^T - \hat{V}$ by $W$ and $V - \hat{V}$ by $W$. Since $V^T V = 0$ and $\hat{V}^T \hat{V} = 0$, we obtain $-W^T W = V^T \hat{V} + \hat{V}^T V$. The positive semidefiniteness of the matrices $V, \hat{V}, \hat{V}, \hat{V}$ implies that $\operatorname{Tr}(V^T \hat{V}) \geq 0$ and $\operatorname{Tr}(\hat{V}^T V) \geq 0$. Expanding terms of $V - \hat{V}$, we obtain

$$\left\| V - \hat{V} \right\|_F^2 = \operatorname{Tr} \left( (W - \hat{W})^T (W - \hat{W}) \right) = \operatorname{Tr} \left( W^T W + \hat{W}^T \hat{W} \right) - 2 \operatorname{Tr} \left( W^T \hat{W} \right)$$

$$\geq \left\| \mathcal{P}(V) - \mathcal{P}(\hat{V}) \right\|_F^2,$$

which proves (3.2.12). \qed

The following lemma shows that the operator $V(S, X)$ is nonexpansive.

**Lemma 3.2.5.** For any $S, X, \hat{S}, \hat{X} \in S^n_+$,

$$\| V(S, X) - V(\hat{S}, \hat{X}) \|_F \leq \left\| \left( S - \hat{S}, \mu(X - \hat{X}) \right) \right\|_F$$

(3.2.13)

with equality holding if and only if $V - \hat{V} = (S - \hat{S}) - \mu(X - \hat{X})$. 
Proof. From the definition of \( y(S,X) \) in (3.2.6), we have

\[
y(\hat{S}, \hat{X}) - y(S,X) = (\mathcal{A} \mathcal{A}^\top)^{-1} \left( \mu \mathcal{A}(X - \hat{X}) + \mathcal{A}(S - \hat{S}) \right),
\]

which together with (3.2.8) gives

\[
V(S,X) - V(\hat{S}, \hat{X}) = (C - \mathcal{A}^*(y(S,X)) - \mu X) - (C - \mathcal{A}^*(y(\hat{S}, \hat{X})) - \mu \hat{X})
\]

\[
= \mathcal{A}^*(y(\hat{S}, \hat{X}) - y(S,X)) + \mu(\hat{X} - X)
\]

\[
= \text{mat} \left( -\mu (I - M) \text{vec}(X - \hat{X}) + M \text{vec}(S - \hat{S}) \right), \quad (3.2.14)
\]

where \( M := A^\top (AA^\top)^{-1} A \). Since \( M \) is an orthogonal projection matrix whose spectral radius is 1, we obtain from (3.2.14) that

\[
\|V(S,X) - V(\hat{S}, \hat{X})\|_F^2 = \|\mu (I - M) \text{vec}(X - \hat{X}) - M \text{vec}(S - \hat{S})\|_2^2
\]

\[
\leq \|\mu \text{vec}(X - \hat{X})\|_2^2 + \|\text{vec}(S - \hat{S})\|_2^2 \quad (3.2.15)
\]

\[
= \left\| \left( S - \hat{S}, \mu(X - \hat{X}) \right) \right\|_F^2,
\]

which proves (3.2.13).

If the equality in (3.2.13) holds, it also holds in (3.2.15); that is,

\[
\|\mu (I - M) \text{vec}(X - \hat{X})\|_2^2 + \|M \text{vec}(S - \hat{S})\|_2^2 = \|\mu \text{vec}(X - \hat{X})\|_2^2 + \|\text{vec}(S - \hat{S})\|_2^2.
\]

This implies that \( M \text{vec}(X - \hat{X}) = 0 \) and \( (I - M) \text{vec}(S - \hat{S}) = 0 \). Using this relations in
(3.2.14), we obtain

$$V(S, X) - V(\hat{S}, \hat{X}) = \text{mat} \left( \vec{S - \hat{S}} - \mu \vec{X - \hat{X}} \right),$$

which proves the second statement.

**Lemma 3.2.6.** Let $$(X^*, y^*, S^*)$$, where $$y^* = y(S^*, X^*)$$, be an optimal solution of (3.2.1) and (3.2.2). Under Assumption 3.2.1, if

$$\|P(V(S, X)) - P(V(S^*, X^*))\|_F = \left\| \left( S - S^*, \mu(X - X^*) \right) \right\|_F,$$

(3.2.16)

then, $$(S, \mu X)$$ is a fixed point, that is, $$(S, \mu X) = P(V(S, X))$$, and hence, $$(X, y, S)$$, where $$y = y(S, X)$$, is a primal and dual optimal solutions of (3.2.1) and (3.2.2).

**Proof.** From Lemma 3.2.3, we have $$(S^*, \mu X^*) = P(V(S^*, X^*))$$. From Lemmas 3.2.4 and 3.2.5, we have

$$V(S, X) - V(S^*, X^*) = (S - S^*) - \mu(X - X^*),$$

which implies that $$V(S, X) = S - \mu X$$. Since $$S$$ and $$X$$ are all positive semidefinite, and $$S^\top X = 0$$, we obtain from Lemma 3.2.2 that $$(S, \mu X) = P(V(S, X))$$. □

Given Lemmas 3.2.4, 3.2.5 and 3.2.6, we can prove convergence of Algorithm 6 by following the proof of Theorem 4.5 in [30].

**Theorem 3.2.7.** The sequence $$\{(X^k, y^k, S^k)\}$$ generated by Algorithm 6 from any starting
point \((X^0, y^0, S^0)\) converges to a solution \((X^*, y^*, S^*)\) \(\in X^*\), where \(X^*\) is the set of primal and dual solutions of (3.2.1) and (3.2.2).

**Proof.** Since both \(P(\cdot)\) and \(V(\cdot, \cdot)\) are non-expansive, \(P(V(\cdot, \cdot))\) is also nonexpansive. Therefore, \(\{ (S^k, X^k) \}\) lies in a compact set and must have a limit point, say \(\bar{S} = \lim_{j \to \infty} S^k\) and \(\bar{X} = \lim_{j \to \infty} X^k\). Also, for any \((X^*, y^*, S^*) \in X^*\),

\[
\| (S^{k+1}, X^{k+1}) - (S^*, X^*) \|_F = \| P(V(S^k, X^k)) - P(V(S^*, X^*)) \|_F \\
\leq \| V(S^k, X^k) - V(S^*, X^*) \|_F \\
\leq \| (S^k, X^k) - (S^*, X^*) \|_F,
\]

which means that the sequence \(\{ \| (S^k, X^k) - (S^*, X^*) \|_F \}\) is monotonically non-increasing. Therefore,

\[
\lim_{k \to \infty} \| (S^k, X^k) - (S^*, X^*) \|_F = \| (\bar{S}, \bar{X}) - (S^*, X^*) \|_F, \quad (3.2.17)
\]

where \((\bar{S}, \bar{X})\) can be any limit point of \(\{ (S^k, X^k) \}\). By the continuity of \(P(V(\cdot, \cdot))\), the image of \((\bar{S}, \bar{X})\),

\[
P(V(\bar{S}, \bar{X})) = \lim_{j \to \infty} P(V(S^{k_j}, X^{k_j})) = \lim_{j \to \infty} (S^{k_j+1}, X^{k_j+1}),
\]

is also a limit of \(\{ (S^k, X^k) \}\). Therefore, we have

\[
\| P(V(\bar{S}, \bar{X})) - P(V(S^*, X^*)) \|_F = \| (\bar{S}, \bar{X}) - (S^*, X^*) \|_F.
\]
which allows us to apply Lemma 3.2.6 to get that $(\bar{S}, \bar{y}, \mu \bar{X})$, where $\bar{y} = y(\bar{S}, \bar{X})$, is an optimal solution to problems (3.2.1) and (3.2.2). Finally, by setting $(S^*, \mu X^*) = (\bar{S}, \mu \bar{X})$ in (3.2.17), we get that

$$
\lim_{k \to \infty} \left\| (S^k, \mu \bar{X}^k) - (\bar{S}, \mu \bar{X}) \right\|_F = \lim_{k \to \infty} \left\| (S^{k^*}, \mu \bar{X}^{k^*}) - (\bar{S}, \mu \bar{X}) \right\|_F = 0,
$$

i.e., $\{(S^k, \mu X^k)\}$ converges to its unique limit of $(\bar{S}, \mu \bar{X})$.

We now describe the relationship between the primal infeasibility $\|\mathcal{A}(X^{k+1}) - b\|_2$ and dual infeasibility $\|C - \mathcal{A}^*(y^{k+1}) - S^{k+1}\|_F$ and the difference between the matrices $\{V^k\}$.

**Corollary 3.2.8.** Let $\{(X^k, y^k, S^k)\}$ be a sequence generated by Algorithm 6. Then

1. $\mathcal{A}(X^{k+1}) - b = \frac{1}{\mu} \mathcal{A}(S^{k+1} - S^k)$ and $\|\mathcal{A}(X^{k+1}) - b\|_2 \leq \frac{\|\mathcal{A}\|_2}{\mu} \|V^{k+1} - V^k\|_F$.

2. $C - \mathcal{A}^*(y^{k+1}) - S^{k+1} = \mu (X^k - X^{k+1})$ and $\|C - \mathcal{A}^*(y^{k+1}) - S^{k+1}\|_F \leq \|V^{k+1} - V^k\|_F$.

3. $\|V^{k+1} - V^k\|_F \leq \|V^k - V^{k-1}\|_F$.

**Proof.** 1. It follows from (3.2.6), (3.2.8) and Assumption 3.2.1 that

$$
\mathcal{A}(X^{k+1}) - b = \frac{1}{\mu} \mathcal{A}(S^{k+1} - V^{k+1}) - b
$$

$$
= \frac{1}{\mu} \mathcal{A}(S^{k+1} - C) + \mathcal{A}(X^k) - b + (b - \mathcal{A}(X^k)) + \frac{1}{\mu} \mathcal{A}(C - S^k)
$$

$$
= \frac{1}{\mu} \mathcal{A}(S^{k+1} - S^k).
$$
Since the projection $V_{k+1}^\dagger$ is nonexpansive, we obtain

$$\|A(X^{k+1}) - b\|_2 \leq \frac{\|A\|_2}{\mu} \|\text{vec}(S^{k+1} - S^k)\|_2 \leq \frac{\|A\|_2}{\mu} \|V^{k+1} - V^k\|_F.$$ 

2) Rearranging the terms of (3.2.5c), we obtain the first part of statement 2. The non-expansiveness of the projection $V_{k+1}^\dagger$ gives

$$\|C - A^*(y^{k+1}) - S^{k+1}\|_2 = \|V_{k+1}^\dagger - V_k\|_F \leq \|V^{k+1} - V^k\|_F.$$ 

3) From Lemmas 3.2.4 and 3.2.5, we obtain

$$\|V^{k+1} - V^k\|_F \leq \left\| \left( S^k - S^{k-1}, \mu(X^k - X^{k-1}) \right) \right\|_F = \left\| \left( V_{k}^\dagger - V_{k-1}^\dagger, V_k^\dagger - V_{k-1}^\dagger \right) \right\|_F \leq \|V^k - V^{k-1}\|_F.$$ 

\[\square\]

### 3.2.3 A multiple-splitting scheme for an expanded problem

Although SDP problems with inequality constraints can be put into the standard form (3.2.1), it is often more convenient to treat the inequality constraints directly in order to preserve special structure of the constraints, such as sparsity and orthogonality. We now extend our alternating direction method (3.2.5a)-(3.2.5c) to solve an expanded SDP prob-
lem, that includes, in particular, positivity constraints on the elements of the matrix $X$; i.e.,

$$\min_{X \in S^n} \langle C, X \rangle, \text{ s.t. } A(X) = b, \quad B(X) \geq d, \quad X \succeq 0, \quad X \succeq 0, \quad (3.2.18)$$

where $d \in \mathbb{R}^q$ and the linear map $B(\cdot) : S^n \rightarrow \mathbb{R}^q$ is defined as

$$B(X) := \left( \langle B^{(1)}, X \rangle, \ldots, \langle B^{(q)}, X \rangle \right)^\top, \quad B^{(i)} \in S^n, i = 1, \ldots, q. \quad (3.2.19)$$

As we did for the operator $A$, we define the operators $B^*, BB^*$ and $B^*B$ by introducing

$$B = \left( \text{vec}(B^{(1)}), \ldots, \text{vec}(B^{(q)}) \right)^\top \in \mathbb{R}^{q \times n^2}.$$ 

We also make the following assumption.

**Assumption 3.2.9.** The matrices $A$ and $B$ have full row rank and a refined Slater condition holds for $(3.2.18)$; that is, there exists a positive definite matrix $\bar{X}$ satisfying $A(\bar{X}) = b, B(\bar{X}) \geq d$ and $\bar{X} \succeq 0$.

The dual of problem $(3.2.18)$ is

$$\min_{y \in \mathbb{R}^m, v \in \mathbb{R}^q, S \in S^n, Z \in S^n} -b^\top y - d^\top v,$$

s.t. $A^*(y) + B^*(v) + S + Z = C, \quad (3.2.20)$

$$v \geq 0, \quad S \succeq 0, \quad Z \succeq 0.$$

The augmented Lagrangian function for the dual SDP $(3.2.20)$ corresponding to the linear
constraints is defined as:

\[
L_{\mu}(X, y, v, Z, S) := -b^T y - d^T v + \langle X, A^* (y) + B^* (v) + S + Z - C \rangle \quad (3.2.21)
\]

\[
+ \frac{1}{2\mu} \| A^* (y) + B^* (v) + S + Z - C \|_F^2,
\]

where \( X \in S^n \) and \( \mu > 0 \). Starting from \( X^0 \succeq 0, v^0 \geq 0, Z^0 \geq 0 \) and \( S^0 \succeq 0 \), our alternating direction method computes new iterates similar to the procedure (3.2.5a)-(3.2.5c) as follows

\[
y^{k+1} := \arg \min_{y \in \mathbb{R}^m} L_{\mu}(X^k, y, v^k, Z^k, S^k), \quad (3.2.22a)
\]

\[
v^{k+1} := \arg \min_{v \in \mathbb{R}^q} L_{\mu}(X^k, y^{k+1}, v, Z^k, S^k), \quad v \geq 0, \quad (3.2.22b)
\]

\[
Z^{k+1} := \arg \min_{Z \in S^n} L_{\mu}(X^k, y^{k+1}, v^{k+1}, Z, S^k), \quad Z \succeq 0, \quad (3.2.22c)
\]

\[
S^{k+1} := \arg \min_{S \in S^n} L_{\mu}(X^k, y^{k+1}, v^{k+1}, Z^{k+1}, S), \quad S \succeq 0, \quad (3.2.22d)
\]

\[
X^{k+1} := X^k + \frac{A^* (y^{k+1}) + B^* (v^{k+1}) + S^{k+1} + Z^{k+1} - C}{\mu}. \quad (3.2.22e)
\]

Note that \( y^{k+1}, S^{k+1} \) and \( X^{k+1} \) can be computed in the same fashion as in (3.2.6), (3.2.7) and (3.2.9), respectively. By rearranging the terms of \( L_{\mu}(X^k, y^{k+1}, v, Z^k, S^k) \), it is easily verified that problem (3.2.22b) is equivalent to the strictly convex quadratic program

\[
\min_{v \in \mathbb{R}^n} \left( B \left( X^k + \frac{1}{\mu} Y^{k+1} \right) - d \right)^T v + \frac{1}{2\mu} v^T (BB^*) v, \quad v \geq 0, \quad (3.2.23)
\]

where \( Y^{k+1} := A^* (y^{k+1}) + S^k + Z^k - C \). By rearranging the terms of \( L_{\mu}(X^k, y^{k+1}, v^{k+1}, Z, S^k) \),
it is easily verified that problem (3.2.22c) is equivalent to

\[
\min_{Z \in S^n} \left\| Z - U^{k+1} \right\|_F^2, \quad Z \geq 0,
\]

where \( U^{k+1} := C - \mathcal{A}^*(y^{k+1}) - \mathcal{B}^*(v^{k+1}) - S^k - \mu X^k \). Hence, the solution of problem (3.2.22c) is \( Z^{k+1} = U_+^{k+1} \), the positive part of \( U^{k+1} \), that is, \((U_+^{k+1})_{i,j} := \max(U_{ij}^{k+1}, 0)\).

### 3.3 Practical Issues

In this section, we discuss practical issues related to the eigenvalue decomposition performed at each iteration, strategies for adjusting the penalty parameter, the use of a step size for updating the primal variable \( X \), termination rules and how to detect stagnation to enhance the performance of our methods. Our focus is on procedures (3.2.5a)-(3.2.5c) for problem (3.2.1), but our discussion applies equally to the expanded problem (3.2.18).

#### 3.3.1 Eigenvalue decomposition

One of the bottlenecks of our alternating direction method is the computation of the eigenvalue decomposition. Fortunately, for many problems in practice, either the primal solution \( X \) or the dual solution \( S \) is a low rank matrix. For example, the primal variable \( X \) in the max-cut SDP relaxation often has low rank while the dual variable \( S \) in frequency assignment problem often has low rank. Moreover, since the optimal solution pair \((X, y, S)\) satisfies the complementary condition \( XS = 0 \), the matrices \( X \) and \( S \) share the same set of eigenvectors
and the positive eigenvalues of $X$ ($S$) correspond to zero eigenvalues of $S$ ($X$). Therefore, we only need to compute either $V^k_\dagger$, the part corresponding to the positive eigenvalues of $V^k$, or $V^k_\ddagger$, the part corresponding to the negative eigenvalues of $V^k$, at iteration $k$. Specifically, the following adaptive scheme can be used at the end of iteration $k-1$ to decide whether $V^k_\dagger$ or $V^k_\ddagger$ should be computed. Suppose that $V^{k-1}_\dagger$ has been computed and let $\kappa_+(V^{k-1})$ be the total number of the positive eigenvalues of $V^{k-1}$. If $\kappa_+(V^{k-1}) \leq \frac{n}{2}$, this suggests that $S^k$ might have low rank and we compute $V^k_\dagger$. Otherwise, it is possible that $X^k$ has low rank and we compute $V^k_\ddagger$. If the total number of the negative eigenvalues $\kappa_-(V^{k-1})$ of $V^{k-1}$ is known, a similar strategy can be used.

There are two types of methods, direct and iterative, for computing selected eigenvalues and eigenvectors of a real symmetric matrix $V$. Direct methods, which reduce $V$ to tridiagonal form and then compute the required eigenvalues and eigenvectors from the tridiagonal matrix, are suitable for small and medium sized matrices. Since $n$ is less than 5000 in our numerical experiments, the code “DSYEVX” in LAPACK works fairly well. Iterative methods, such as the Lanczos algorithm (for example, “ARPACK”), require only matrix-vector products and hence they are suitable for sparse matrices or matrices for which the required matrix-vector products are cheap. If the matrices $C$ and $A^*(y)$ are sparse or have low rank, then advantage can be taken of these structures since $V := C - A^*(y) - \mu X$.

Note from Corollary 3.2.8 that the primal infeasibility $\|A(X^{k+1}) - b\|_2$ and dual infeasibility $\|C - A^*(y^{k+1}) - S^{k+1}\|_F$ are bounded by the difference $\|V^k - V^{k+1}\|_F$ which is non-increasing. Hence, when the alternative direction method converges slowly, $\|V^k - V^{k+1}\|_F$ is often quite small. Hence, the spectral decomposition of $V^{k+1}$ is close to that of $V^k$. How-
ever, neither the direct nor the iterative methods mentioned above can take advantage of a good initial guess. Assume that \( V_k^\dagger := Q_k^\dagger \Sigma_+ (Q_k^\dagger)^\top \) has low rank. Since \( V_k^\dagger \) is the optimal solution of \( \min_{S \succeq 0} \| S - V_k^k \|_F^2 \), we can use nonlinear programming approaches, such as the limited-memory BFGS method, to obtain \( R_{k+1} := \arg \min_{R \in \mathbb{R}^{n \times \kappa}} \| RR^\top - V_{k+1} \|_F^2 \) starting from \( R := Q_k^\dagger (\Sigma_k^+)^{1/2} \), and set \( S_{k+1} := R_{k+1} (R_{k+1})^\top \), where \( \kappa := \kappa_+(V_k^k) \). Similarly, since \( V_k^\ddagger \) is the optimal solution of \( \min_{Y \succeq 0} \| Y + V_k^k \|_F^2 \), we can compute \( V_{k+1}^\ddagger \) from the optimal solution of \( \min_{R \in \mathbb{R}^{n \times \kappa}} \| RR^\top + V_{k+1} \|_F^2 \), where \( \kappa := \kappa_-(V_k^k) \).

### 3.3.2 Updating the penalty parameter

Although our analysis shows that our alternating direction method Algorithm 6 converges for any fixed penalty parameter \( \mu > 0 \), numerical performance can be improved by adjusting the value of \( \mu \). We next present a strategy for doing this dynamically. Since the complementary condition \( X_k S_k = 0 \) is always satisfied, the pair \((X_k, y_k, S_k)\) is close to optimal if the primal and dual infeasibilities \( \| \mathcal{A}(X_k^{k+1}) - b \|_2 \) and \( \| C - \mathcal{A}^*(y_k^{k+1}) - S_k^{k+1} \|_F \) are small. Hence, we can tune \( \mu \) so that the primal and dual infeasibilities are balanced, that is, \( \| \mathcal{A}(X_k^{k+1}) - b \|_2 \approx \| C - \mathcal{A}^*(y_k^{k+1}) - S_k^{k+1} \|_F \). Specifically, we have from Corollary 3.2.8 that

\[
\mathcal{A}(X_k^{k+1}) - b = \frac{1}{\mu} \mathcal{A}(S_k^{k+1} - S_k) \text{ and } C - \mathcal{A}^*(y_k^{k+1}) - S_k^{k+1} = \mu(X_k - X_k^{k+1}),
\]

which suggests that the primal and dual infeasibilities are proportional to \( \frac{1}{\mu} \) and \( \mu \), respectively. Therefore, we decrease (increase) \( \mu \) by a factor \( \gamma \left( \frac{1}{\gamma} \right) \), \( 0 < \gamma < 1 \), if the primal
infeasibility is less than (greater than) a multiple of the dual infeasibility for a number of consecutive iterations. In addition, $\mu$ is required to remain within an interval $[\mu_{\min}, \mu_{\max}]$, where $0 < \mu_{\min} < \mu_{\max} < \infty$.

### 3.3.3 Step size for updating the primal variable $X$

For many alternating direction methods [16, 22, 24, 31, 36, 38, 54], numerical performance is often improved if a step size is added to the update of the Lagrange multiplier. Here, we replace step (3.2.5c) by

\[ X^{k+1} := X^k + \rho \frac{A^* (y^{k+1}) + S^{k+1} - \mu}{\mu} \]

\[ = (1 - \rho) X^k + \frac{\rho}{\mu} (S^{k+1} - V^{k+1}) \]

\[ := (1 - \rho) X^k + \rho \bar{X}^{k+1}, \]

where $\rho \in (0, \frac{1+\sqrt{5}}{2})$ and $\bar{X}^{k+1} := \frac{1}{\rho} (S^{k+1} - V^{k+1})$. Convergence of this variant of the algorithm can be proved in the same fashion as in [31]. Specifically, the following property holds.

**Theorem 3.3.1.** Let $(X^*, y^*, S^*)$ be an optimal solution of (3.2.1) and (3.2.2), $\rho \in (0, \frac{1+\sqrt{5}}{2})$
and \( T = 2 - \frac{1}{2}(1 + \rho - \rho^2) \). Then, we have

\[
\begin{align*}
\|X^{k+1} - X^*\|_F^2 &+ \frac{\rho}{\mu^2} \|S^{k+1} - S^*\|_F^2 + \frac{\rho(T - \rho)}{\mu^2} \|A^*(y^{k+1}) + S^{k+1} - C\|_F^2 \\
&\leq \|X^k - X^*\|_F^2 + \frac{\rho}{\mu^2} \|S^k - S^*\|_F^2 + \frac{\rho(T - \rho)}{\mu^2} \|A^*(y^k) + S^k - C\|_F^2 \\
&\quad - \frac{(1 + \rho - \rho^2)\rho}{3\mu^2} \left( \|A^*(y^{k+1}) + S^{k+1} - C\|_F^2 + \|S^k - S^{k+1}\|_F^2 \right).
\end{align*}
\] (3.3.2)

Hence, we obtain

\[
\lim_{k \to \infty} \left( \|A^*(y^{k+1}) + S^{k+1} - C\|_F^2 + \|S^k - S^{k+1}\|_F^2 \right) = 0.
\] (3.3.3)

Based on Theorem 3.3.1, we can show that both the primal and dual infeasibilities and the violation of the complementary condition converge to zero. From statement I of Corollary (3.2.8), we have

\[
\|A(X^{k+1}) - b\|_2 \leq \|A(\bar{X}^{k+1}) - b\|_2 + \|A(X^{k+1}) - A(\bar{X}^{k+1})\|_2
\] (3.3.4)

\[
\leq \frac{1}{\mu} \|A\|_2 \|S^{k+1} - S^k\|_F + \|A\|_2 \|X^{k+1} - \bar{X}^{k+1}\|_F.
\]
We obtain from (3.3.1) that

\[ \|X^{k+1}S^{k+1}\|_F = (1 - \rho)\|X^kS^k\|_F \]  
\[ \leq (1 - \rho) \left( \|(X^k - \bar{X}^{k+1})S^k\|_F + \|\bar{X}^{k+1}S^k\|_F \right) \]
\[ = (1 - \rho)\|(X^k - \bar{X}^{k+1})S^k\|_F \]
\[ \leq (1 - \rho)\|(X^k - \bar{X}^{k+1})\|_F \|S^k\|_F. \]

It follows from (3.3.1) and (3.3.3) that

\[ \lim_{k \to \infty} \|X^{k+1} - X^k\|_F = 0, \]
\[ \lim_{k \to \infty} \|\bar{X}^{k+1} - X^k\|_F = 0, \]
\[ \lim_{k \to \infty} \|X^{k+1} - \bar{X}^k\|_F = 0. \]  

Combining (3.3.3)-(3.3.6), we obtain

\[ \lim_{k \to \infty} \|A^*(\bar{X}^{k+1}) + S^{k+1} - C\|_F^2 = 0, \]
\[ \lim_{k \to \infty} \|A(X^{k+1}) - b\|_F^2 = 0, \]
\[ \lim_{k \to \infty} \|X^{k+1}S^k\|_F = 0. \]

### 3.3.4 Termination rules and detection of stagnation

Since the rate of convergence of first-order methods can slow down as the iterates approach an optimal solution, it is critical to detect this stagnation and stop properly. However, it is difficult to predict whether an algorithm can get out of a region in which it is temporarily trapped and then resume a fast rate of convergence. Hence, it is usually beneficial to allow
some flexibility in the termination rules. Similarly to the rules used in the Seventh DIMACS Implementation Challenge, we measure the infeasibilities and closeness to optimality for the primal and dual problems as follows

\[
\begin{align*}
    \text{pinf} &= \frac{\|A(X) - b\|_2^2}{1 + \|b\|_2}, \\
    \text{dinf} &= \frac{\|C + S + Z - A^*(y)\|_F}{1 + \|C\|_1}, \\
    \text{gap} &= \frac{|b^T y - \langle C, X \rangle|}{1 + |b^T y| + \langle C, X \rangle}.
\end{align*}
\]

(3.3.7)

We stop our algorithm when

\[
\delta := \max\{\text{pinf}, \text{dinf}, \text{gap}\} \leq \varepsilon,
\]

for \(\varepsilon > 0\). We use “it_stag” to count the number of consecutive iterations that \(\delta\) does not decrease below the best value obtained thus far and stop if the following criteria are satisfied:

\[
\begin{align*}
    (\text{it\_stag} > h_1 \text{ and } \delta \leq 10\varepsilon) \text{ or } (\text{it\_stag} > h_2 \text{ and } \delta \leq 10^2\varepsilon) \\
    \text{or } (\text{it\_stag} > h_3 \text{ and } \delta \leq 10^3\varepsilon),
\end{align*}
\]

(3.3.8)

where \(1 < h_1 < h_2 < h_3\) are integers representing different levels of difficulty.

The complete pseudo-code for our algorithm SDPAD (SDP Alternating Direction) is presented in Algorithm 7. SDPAD uses eleven parameters, the values of only a few of which are critical to its convergence and performance. The default value of the termination tolerance \(\varepsilon\) is \(10^{-6}\), and \(h_1\), \(h_2\) and \(h_3\) are used to detect stagnation. The following parameters are for adjusting the penalty parameter \(\mu\): the initial value of \(\mu\) is 5, and its minimal and
maximal values $\mu_{\text{min}}$ and $\mu_{\text{max}}$ are set to $10^{-4}$ and $10^4$, respectively, the factor for reducing (increasing) $\mu$ is $\gamma = 0.5$, and this is done if there are $h_4$ consecutive iterations in which the ratio of the primal to the dual infeasibility is less than or equal to $\eta_1$ (greater than $\eta_2$). The step size $\rho$ for updating $X$ is set to 1.6. We choose the initial iterate $X^0 = I$ and $S^0 = 0$. Note that SDPAD can be extended naturally to the expanded problem (3.2.18); we shall also refer to the resulting algorithm as SDPAD.

Algorithm 7: SDPAD

Set $0 < \mu_{\text{min}} \leq \mu \leq \mu_{\text{max}} < +\infty$, $\varepsilon > 0$, $\gamma \in (0, 1)$, $0 < \eta_1 \leq \eta_2 < \infty$, $\rho \in (0, \frac{1+\sqrt{5}}{2})$, $1 < h_1 < h_2 < h_3$ and $h_4 > 1$. Set $X^0 \succeq 0$ and $S^0 \succeq 0$. Set $\text{eigS} = \text{true}$, $\text{ref} = +\infty$, $\text{it}_{\text{stag}} = 0$, $\text{it}_{\text{pinf}} = 0$ and $\text{it}_{\text{dinf}} = 0$.

for $k = 0, 1, \ldots$ do
  s1 Update $y^{k+1}, S^{k+1}$ and $X^{k+1}$:
  Compute $y^{k+1}$ according to (3.2.6) and $V^{k+1}$ according to (3.2.8).
  if $\text{eigS} = \text{true}$ then
    Compute $V_t^{k+1}$, set $S^{k+1} := V_t^{k+1}$ and $X^{k+1} = \frac{1}{\mu}(S^{k+1} - V^{k+1})$.
    if $\kappa(V_t^{k+1}) \geq \frac{\tilde{a}}{2}$ then set $\text{eigS} = \text{false}$.
  else
    Compute $V_t^{k+1}$, set $S^{k+1} := V^{k+1} + V_t^{k+1}$ and $X^{k+1} = \frac{1}{\mu}V_t^{k+1}$.
    if $\kappa(V_t^{k+1}) \geq \frac{\tilde{a}}{2}$ then set $\text{eigS} = \text{true}$.
  Set $X^{k+1} := (1 - \rho)X^k + \rho X^{k+1}$.
  s2 Check optimality and detect stagnation:
  Compute $\delta := \max\{\text{pinf}, \text{dinf}, \text{gap}\}$.
  if $\delta \leq \varepsilon$ then return the solution.
  if $\delta \leq \text{ref}$ then set $\text{ref} := \delta$ and $\text{it}_{\text{stag}} = 0$ else set $\text{it}_{\text{stag}} = \text{it}_{\text{stag}} + 1$.
  if condition (3.3.8) is satisfied then return the solution.
  s3 Update penalty parameter $\mu$:
  if $\text{pinf}/\text{dinf} \leq \eta_1$ then
    Set $\text{it}_{\text{pinf}} = \text{it}_{\text{pinf}} + 1$ and $\text{it}_{\text{dinf}} = 0$.
    if $\text{it}_{\text{pinf}} \geq h_4$ then set $\mu = \max(\gamma \mu, \mu_{\text{min}})$ and $\text{it}_{\text{pinf}} = 0$.
  else if $\text{pinf}/\text{dinf} > \eta_2$ then
    Set $\text{it}_{\text{dinf}} = \text{it}_{\text{dinf}} + 1$ and $\text{it}_{\text{pinf}} = 0$.
    if $\text{it}_{\text{dinf}} \geq h_4$ then set $\mu = \min(\gamma \mu, \mu_{\text{max}})$ and $\text{it}_{\text{dinf}} = 0$. 
3.4 Numerical Results

Although the numerical results that we present in this section are limited to three special classes of SDP problems, they illustrate the effectiveness of our alternating direction methods. The main parts of our code were written in C Language MEX-files in MATLAB (Release 7.3.0), and all experiments were performed on a Dell Precision 670 workstation with an Intel Xeon 3.4GHZ CPU and 6GB of RAM.

3.4.1 Frequency assignment relaxation

In this subsection, we demonstrate the effectiveness of SDPAD on the SDP relaxations of frequency assignment problems and compare the results with results obtained using the code SDPNAL [64]. These problems (see equations (4) and (5) on page 363 in [13], or equation (2) on page 5 of [45]) arise from wireless communication networks and contain both equality and inequality constraints. Let $G = (V, E)$ be an undirected graph with vertex set $V = \{1, \cdots, r\}$ and edge set $E \subseteq V \times V$, and let $W \in S^r$ be a weight matrix for $G$ such that $w_{i,j} = w_{j,i}$ is the weight associated with edge $(i, j) \in E$. For those edges $(i, j) \notin E$, we assume $w_{i,j} = w_{j,i} = 0$. Let $T \subseteq E$ be a given edge subset. These problems can be
formulated as:

\[
\begin{align*}
\min & \quad \langle \frac{1}{2k} \text{diag}(We) + \frac{k-1}{2k} W, X \rangle \\
\text{s.t.} & \quad X_{i,j} \geq \frac{-1}{k-1}, \quad \forall (i,j) \in E \setminus T, \\
& \quad X_{i,j} = \frac{-1}{k-1}, \quad \forall (i,j) \in T, \\
& \quad \text{diag}(X) = e, \quad X \succeq 0.
\end{align*}
\] (3.4.1)

Using the matrices corresponding to the edges in \( T \) and the constraint \( \text{diag}(X) = e \) to construct the operator \( A \), and the matrices corresponding to the edges in \( E \setminus T \) to construct the operator \( B \), we can formulate (3.4.1) as the expanded problem (3.2.18) without the positivity constraints \( X \succeq 0 \). We replaced the constraints \( X_{ij} = \frac{-1}{k-1} \) by \( X_{ij} / \sqrt{2} = \frac{-1}{\sqrt{2}(k-1)} \) and \( X_{ij} \geq \frac{-1}{k-1} \) by \( X_{ij} / \sqrt{2} \geq \frac{-1}{\sqrt{2}(k-1)} \); hence, \( AA^* = I, BB^* = I \) and \( A \) and \( B \) are orthogonal to each other. Therefore, the optimal solution of the subproblems (3.2.22a) and (3.2.22b) are explicitly available:

\[
y^{k+1} := - \left( \mu(A(X^k) - b) + A(S^k - C) \right)
\]

and

\[
v^{k+1} := \max \left( - \left( \mu(B(X^k) - d) + B(S^k - C) \right), 0 \right).
\]

To accommodate the inequality constraints, the primal infeasibility was measured by

\[
\text{pinf} = \frac{\|A(X) - b\|_2 + \|\min(B(X) - d, 0)\|_2}{1 + \|b\|_2}.
\]
Since the matrices corresponding to the operators $A$ and $B$ do not have to be stored, the memory required by our implementation is quite small.

The parameters of SDPNAL were set to their default values. The iteration counter set points $h_1$, $h_2$ and $h_3$ were set to 20, 150 and 300, respectively, the iteration counter $h_4$ for changing $\mu$ was set to 50 and the ratios $\eta_1$ and $\eta_2$ were set to 1. We stopped SDPAD when the total number of iterations reached 2000. All other parameters were set to their default values. A summary of the computational results is presented in Table 3.1. In that table, $\hat{m}$ denotes the total number $m + q$ of equality and inequality constraints, “itr” denotes the total number of iterations performed and “cpu” denotes the CPU time reported in the format of “hours:minutes:seconds”. Since running SDPNAL on “fap25” and “fap36” is very time consuming (for example, in the results reported in [64], SDPNAL took more than 65 hours to solve problem “fap36”), we did not run SDPNAL on our own computer on these two problems and the results presented here were taken from Table 3 in [64]. Note that the numerical results of SDPNAL on problems from “fap01” to “fap12” in Table 3.1 are slightly different from those reported in Table 3 in [64]. Since the results in [64] were obtained from a PC with Intel Xeon 3.2GHZ and 4GB of RAM which has a very similar performance profile to the computer that we used, the numbers reported in our table and Table 3 in [64] are very similar and the comparison between them is meaningful. From these two tables, we can see that SDPAD is faster than SDPNAL for achieving a duality gap of almost the same order. The results of the boundary point method “mprw.m” reported in Table 4 in [64] are much worse than those of SDPAD. Since the implementation in “mprw.m” is essentially an alternating direction method applied to SDPs in standard form, we can con-
Table 3.1: Computational results on computing frequency assignment problems

<table>
<thead>
<tr>
<th>name</th>
<th>n</th>
<th>m</th>
<th>pobj</th>
<th>dobj</th>
<th>pinf</th>
<th>dinf</th>
<th>itr</th>
<th>gap</th>
<th>cpu</th>
<th>gap</th>
<th>cpu</th>
</tr>
</thead>
<tbody>
<tr>
<td>fap01</td>
<td>52</td>
<td>1378</td>
<td>3.28730e-2</td>
<td>3.28826e-2</td>
<td>2.78e-7</td>
<td>3.94e-7</td>
<td>607</td>
<td>0.06e-6</td>
<td>0.35</td>
<td>1.39e-7</td>
<td>6.31</td>
</tr>
<tr>
<td>fap02</td>
<td>61</td>
<td>1866</td>
<td>1.07696e-3</td>
<td>1.02391e-3</td>
<td>2.18e-6</td>
<td>1.94e-5</td>
<td>666</td>
<td>5.29e-5</td>
<td>0.49</td>
<td>1.15e-5</td>
<td>4.12</td>
</tr>
<tr>
<td>fap03</td>
<td>65</td>
<td>2145</td>
<td>4.94123e-2</td>
<td>4.94107e-2</td>
<td>5.89e-6</td>
<td>4.30e-6</td>
<td>840</td>
<td>1.48e-6</td>
<td>0.75</td>
<td>2.27e-6</td>
<td>7.44</td>
</tr>
<tr>
<td>fap04</td>
<td>81</td>
<td>3321</td>
<td>1.74875e-1</td>
<td>1.74845e-1</td>
<td>3.09e-6</td>
<td>2.21e-6</td>
<td>718</td>
<td>2.18e-5</td>
<td>1.21</td>
<td>1.53e-5</td>
<td>19.69</td>
</tr>
<tr>
<td>fap05</td>
<td>84</td>
<td>3570</td>
<td>3.08288e-1</td>
<td>3.08302e-1</td>
<td>3.49e-6</td>
<td>3.76e-6</td>
<td>768</td>
<td>8.84e-6</td>
<td>1.32</td>
<td>1.09e-5</td>
<td>31.59</td>
</tr>
<tr>
<td>fap06</td>
<td>93</td>
<td>4371</td>
<td>4.59362e-1</td>
<td>4.59379e-1</td>
<td>5.69e-6</td>
<td>5.72e-6</td>
<td>506</td>
<td>8.91e-6</td>
<td>1.07</td>
<td>1.73e-5</td>
<td>29.84</td>
</tr>
<tr>
<td>fap07</td>
<td>98</td>
<td>4851</td>
<td>2.11763e+ 2</td>
<td>2.117686e+ 2</td>
<td>4.54e-6</td>
<td>4.95e-6</td>
<td>543</td>
<td>9.89e-6</td>
<td>1.26</td>
<td>5.75e-6</td>
<td>29.88</td>
</tr>
<tr>
<td>fap08</td>
<td>120</td>
<td>7260</td>
<td>2.43583e+ 1</td>
<td>2.43633e+ 1</td>
<td>1.76e-5</td>
<td>8.74e-6</td>
<td>424</td>
<td>8.39e-5</td>
<td>1.57</td>
<td>5.93e-6</td>
<td>25.25</td>
</tr>
<tr>
<td>fap09</td>
<td>174</td>
<td>15225</td>
<td>1.07978e+1</td>
<td>1.07978e+1</td>
<td>7.99e-7</td>
<td>9.98e-7</td>
<td>505</td>
<td>2.06e-7</td>
<td>4.77</td>
<td>2.86e-6</td>
<td>59.67</td>
</tr>
<tr>
<td>fap10</td>
<td>133</td>
<td>14479</td>
<td>9.25963e-3</td>
<td>9.76489e-3</td>
<td>3.22e-6</td>
<td>5.46e-6</td>
<td>1250</td>
<td>4.96e-4</td>
<td>14.93</td>
<td>7.93e-5</td>
<td>15.0</td>
</tr>
<tr>
<td>fap11</td>
<td>252</td>
<td>24292</td>
<td>2.93137e-2</td>
<td>2.98421e-2</td>
<td>3.26e-6</td>
<td>3.21e-6</td>
<td>1654</td>
<td>4.99e-4</td>
<td>49.57</td>
<td>1.89e-4</td>
<td>15.5</td>
</tr>
<tr>
<td>fap12</td>
<td>369</td>
<td>26462</td>
<td>2.72774e-1</td>
<td>2.73768e-1</td>
<td>2.59e-6</td>
<td>3.19e-6</td>
<td>2000</td>
<td>6.43e-4</td>
<td>2.34</td>
<td>1.60e-4</td>
<td>13.14</td>
</tr>
<tr>
<td>fap25</td>
<td>2118</td>
<td>322924</td>
<td>1.28632e+1</td>
<td>1.28802e+1</td>
<td>1.40e-5</td>
<td>1.63e-5</td>
<td>2000</td>
<td>6.37e-4</td>
<td>7:17:08</td>
<td>1.1e-4</td>
<td>10:53:22</td>
</tr>
<tr>
<td>fap36</td>
<td>4110</td>
<td>1154467</td>
<td>6.98284e+1</td>
<td>6.98594e+1</td>
<td>2.03e-5</td>
<td>1.48e-5</td>
<td>2000</td>
<td>2.20e-4</td>
<td>53:14:12</td>
<td>2.5e-5</td>
<td>65:25:07</td>
</tr>
</tbody>
</table>

Include that treating inequality constraints directly can greatly improve the performance of such methods.

We now compare the numerical results of our alternating direction methods obtained using $\rho = 1$ and $\rho = 1.6$ by using performance profiles as proposed in [18]. Specifically, performance plots for the duality gap and the CPU time are presented in Figures 3.1(a) and (b), respectively. These figures show that the variant using $\rho = 1.6$ is both faster than the variant using $\rho = 1$ and achieves a smaller duality gap.
Figure 3.1: Performance profiles of two variants of SDPAD for frequency assignment problems
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3.4.2 The SDP relaxation of the maximum stable set problem

Given a graph $G$ with edge set $E$, two SDPs relaxations of the maximum stable set problem are

$$
\theta(G) := \max \quad \left\langle C^T, X \right\rangle \\
\text{s.t.} \quad X_{ij} = 0, \quad (i, j) \in E, \quad \langle I, X \rangle = 1,
$$

$$
X \succeq 0, \quad \quad (3.4.2)
$$

and

$$
\theta_+(G) := \max \quad \left\langle C^T, X \right\rangle \\
\text{s.t.} \quad X_{ij} = 0, \quad (i, j) \in E, \quad \langle I, X \rangle = 1,
$$

$$
X \succeq 0, \quad X \geq 0, \quad (3.4.3)
$$
where $C = ee^\top$. We scaled the constraints so that $\mathcal{A}\mathcal{A}^* = I$, i.e., we replaced the constraints $X_{ij} = 0$ by $X_{ij}/\sqrt{2} = 0$ and $\langle I, X \rangle = 1$ by $\frac{1}{\sqrt{n}} \langle I, X \rangle = \frac{1}{\sqrt{n}}$. The matrix $C$ was also scaled by $n$. The tests problems were taken from [35, 49, 53]. The numbers $h_1$, $h_2$ and $h_3$ were set to 20, 50 and 150, respectively, the iteration counter $h_4$ for changing $\mu$ was set to 100 and the ratios $\eta_1$ and $\eta_2$ were set to 1. We stopped SDPAD when the total number of iterations reached 1000. All other parameters were set to their default values. Summaries of the computational results for $\theta(G)$ and $\theta_+(G)$ are presented in Tables 3.2 and 3.3, respectively. In these tables, the duality “gap” was measured in the original scale, but “pinf” and “dinf” were computed for the scaled problems. Since running SDPNAL on all the test problems is very time consuming (for example, in the results reported in [64], SDPNAL took almost 81 hours to compute $\theta_+(G)$ on problem “1et.2048”), we did not run SDPNAL on our own computer on any of the $\theta(G)$ and $\theta_+(G)$ or BIQ (see next subsection) problems. Hence, the SDPNAL results in Tables 3.2 and 3.3 are taken from Tables 5 and 6 in [64]. Because the computer used to obtain the results in [64] has very similar performance characteristics to the computer that we used, the comparison presented in Tables 3.2 and 3.3 is meaningful. Specifically, when we run SDPNAL on smaller and easier problems, such as “fap01”-“fap12”, on our computer, the cpu time differed from those reported in [64] by an insignificant amount. From Table 3.2, we can see that SDPAD achieves approximately the same level of duality gap as SDPNAL on problems such as “theta102” to “theta123”, “c-fat200-1” and “brock400-1”. Although SDPNAL is faster than SDPAD on problems such as “hamming-10-2” and “G43” to “G47”, SDPAD is faster than SDPNAL on “2dc.512”. From Table 3.3, we can see that SDPAD is faster than SDPNAL on most problems except
Table 3.2: Computational results on computing $\theta(G)$

<table>
<thead>
<tr>
<th>Name</th>
<th>n</th>
<th>$\hat{n}$</th>
<th>pobj</th>
<th>dobj</th>
<th>pinf</th>
<th>dinf</th>
<th>itr</th>
<th>Gap</th>
<th>CPU</th>
<th>Gap</th>
<th>CPU</th>
</tr>
</thead>
<tbody>
<tr>
<td>theta102</td>
<td>500</td>
<td>37467</td>
<td>-3.8390626e+1</td>
<td>-3.8390551e+1</td>
<td>8.76e-7</td>
<td>6.27e-7</td>
<td>256</td>
<td>9.67e-7</td>
<td>47</td>
<td>1.6-8</td>
<td>50</td>
</tr>
<tr>
<td>theta103</td>
<td>500</td>
<td>62516</td>
<td>-2.2528588e+1</td>
<td>-2.2528572e+1</td>
<td>3.32e-7</td>
<td>9.42e-7</td>
<td>257</td>
<td>3.32e-7</td>
<td>57</td>
<td>4.6-8</td>
<td>1.00</td>
</tr>
<tr>
<td>theta104</td>
<td>500</td>
<td>87245</td>
<td>-1.3363156e+1</td>
<td>-1.3363141e+1</td>
<td>3.40e-7</td>
<td>9.72e-7</td>
<td>260</td>
<td>6.53e-7</td>
<td>48</td>
<td>7.6-8</td>
<td>58</td>
</tr>
<tr>
<td>theta123</td>
<td>600</td>
<td>90020</td>
<td>-2.4668678e+1</td>
<td>-2.4668655e+1</td>
<td>3.42e-7</td>
<td>9.71e-7</td>
<td>263</td>
<td>4.57e-7</td>
<td>1.43</td>
<td>4.1-8</td>
<td>1.34</td>
</tr>
<tr>
<td>MANN-a27</td>
<td>378</td>
<td>703</td>
<td>-1.3276623e+2</td>
<td>-1.3276638e+2</td>
<td>8.45e-7</td>
<td>3.50e-6</td>
<td>503</td>
<td>8.81e-6</td>
<td>27</td>
<td>8.3-8</td>
<td>07</td>
</tr>
<tr>
<td>sanr200-0.7</td>
<td>200</td>
<td>6033</td>
<td>-2.3836177e+1</td>
<td>-2.3836162e+1</td>
<td>7.83e-7</td>
<td>9.98e-7</td>
<td>219</td>
<td>3.04e-7</td>
<td>04</td>
<td>1.4-7</td>
<td>04</td>
</tr>
<tr>
<td>c-fat200-1</td>
<td>200</td>
<td>18367</td>
<td>-1.2000003e+1</td>
<td>-1.1999980e+1</td>
<td>1.00e-6</td>
<td>1.76e-7</td>
<td>302</td>
<td>9.15e-7</td>
<td>04</td>
<td>8.5-8</td>
<td>09</td>
</tr>
<tr>
<td>ham-10-2</td>
<td>1024</td>
<td>23041</td>
<td>-1.0239734e+2</td>
<td>-1.0239930e+2</td>
<td>4.72e-7</td>
<td>3.16e-6</td>
<td>597</td>
<td>9.51e-6</td>
<td>22:8</td>
<td>9.0-8</td>
<td>02</td>
</tr>
<tr>
<td>ham-8-3-4</td>
<td>256</td>
<td>16129</td>
<td>-1.1777815e+1</td>
<td>-1.1770773e+1</td>
<td>2.24e-5</td>
<td>2.57e-5</td>
<td>1000</td>
<td>2.87e-4</td>
<td>5:51</td>
<td>1.7-4</td>
<td>32:16</td>
</tr>
<tr>
<td>todc.512</td>
<td>378</td>
<td>703</td>
<td>-1.3276623e+2</td>
<td>-1.3276638e+2</td>
<td>8.45e-7</td>
<td>3.50e-6</td>
<td>503</td>
<td>8.81e-6</td>
<td>27</td>
<td>8.3-8</td>
<td>07</td>
</tr>
<tr>
<td>todc.1024</td>
<td>1024</td>
<td>23041</td>
<td>-1.2000003e+1</td>
<td>-1.1999980e+1</td>
<td>1.00e-6</td>
<td>1.76e-7</td>
<td>302</td>
<td>9.15e-7</td>
<td>04</td>
<td>8.5-8</td>
<td>09</td>
</tr>
<tr>
<td>todc.2048</td>
<td>2048</td>
<td>58368</td>
<td>-1.7527338e+2</td>
<td>-1.7492237e+2</td>
<td>2.82e-4</td>
<td>4.73e-4</td>
<td>743</td>
<td>7.68e-6</td>
<td>21:17</td>
<td>4.2-8</td>
<td>1.33</td>
</tr>
<tr>
<td>todc.2048</td>
<td>1024</td>
<td>23041</td>
<td>-1.2000003e+1</td>
<td>-1.1999980e+1</td>
<td>1.00e-6</td>
<td>1.76e-7</td>
<td>302</td>
<td>9.15e-7</td>
<td>04</td>
<td>8.5-8</td>
<td>09</td>
</tr>
<tr>
<td>todc.2048</td>
<td>300</td>
<td>15625</td>
<td>-1.4012231e+1</td>
<td>-1.4012258e+1</td>
<td>5.06e-7</td>
<td>9.88e-7</td>
<td>249</td>
<td>9.32e-7</td>
<td>03</td>
<td>1.3-8</td>
<td>05</td>
</tr>
<tr>
<td>todc.2048</td>
<td>1000</td>
<td>9991</td>
<td>-2.8058695e+1</td>
<td>-2.8058606e+1</td>
<td>3.65e-6</td>
<td>4.21e-6</td>
<td>933</td>
<td>6.82e-6</td>
<td>21:02</td>
<td>3.3-7</td>
<td>2:59</td>
</tr>
<tr>
<td>todc.2048</td>
<td>5000</td>
<td>9991</td>
<td>-2.8058695e+1</td>
<td>-2.8058606e+1</td>
<td>3.65e-6</td>
<td>4.21e-6</td>
<td>933</td>
<td>6.82e-6</td>
<td>21:02</td>
<td>3.3-7</td>
<td>2:59</td>
</tr>
<tr>
<td>todc.2048</td>
<td>1000</td>
<td>9991</td>
<td>-2.8058695e+1</td>
<td>-2.8058606e+1</td>
<td>3.65e-6</td>
<td>4.21e-6</td>
<td>933</td>
<td>6.82e-6</td>
<td>21:02</td>
<td>3.3-7</td>
<td>2:59</td>
</tr>
<tr>
<td>todc.2048</td>
<td>2000</td>
<td>9991</td>
<td>-2.8058695e+1</td>
<td>-2.8058606e+1</td>
<td>3.65e-6</td>
<td>4.21e-6</td>
<td>933</td>
<td>6.82e-6</td>
<td>21:02</td>
<td>3.3-7</td>
<td>2:59</td>
</tr>
<tr>
<td>todc.2048</td>
<td>4000</td>
<td>9991</td>
<td>-2.8058695e+1</td>
<td>-2.8058606e+1</td>
<td>3.65e-6</td>
<td>4.21e-6</td>
<td>933</td>
<td>6.82e-6</td>
<td>21:02</td>
<td>3.3-7</td>
<td>2:59</td>
</tr>
<tr>
<td>todc.2048</td>
<td>8000</td>
<td>9991</td>
<td>-2.8058695e+1</td>
<td>-2.8058606e+1</td>
<td>3.65e-6</td>
<td>4.21e-6</td>
<td>933</td>
<td>6.82e-6</td>
<td>21:02</td>
<td>3.3-7</td>
<td>2:59</td>
</tr>
<tr>
<td>todc.2048</td>
<td>1600</td>
<td>9991</td>
<td>-2.8058695e+1</td>
<td>-2.8058606e+1</td>
<td>3.65e-6</td>
<td>4.21e-6</td>
<td>933</td>
<td>6.82e-6</td>
<td>21:02</td>
<td>3.3-7</td>
<td>2:59</td>
</tr>
<tr>
<td>todc.2048</td>
<td>3200</td>
<td>9991</td>
<td>-2.8058695e+1</td>
<td>-2.8058606e+1</td>
<td>3.65e-6</td>
<td>4.21e-6</td>
<td>933</td>
<td>6.82e-6</td>
<td>21:02</td>
<td>3.3-7</td>
<td>2:59</td>
</tr>
<tr>
<td>todc.2048</td>
<td>6400</td>
<td>9991</td>
<td>-2.8058695e+1</td>
<td>-2.8058606e+1</td>
<td>3.65e-6</td>
<td>4.21e-6</td>
<td>933</td>
<td>6.82e-6</td>
<td>21:02</td>
<td>3.3-7</td>
<td>2:59</td>
</tr>
<tr>
<td>todc.2048</td>
<td>1280</td>
<td>9991</td>
<td>-2.8058695e+1</td>
<td>-2.8058606e+1</td>
<td>3.65e-6</td>
<td>4.21e-6</td>
<td>933</td>
<td>6.82e-6</td>
<td>21:02</td>
<td>3.3-7</td>
<td>2:59</td>
</tr>
</tbody>
</table>

“hamming-9-5-6”, “hamming-10-2”, “1zc.1024” and “1zc.2048” while achieving almost the same level of duality gap. Finally, performance plots for numerical results obtained using $\rho = 1$ and $\rho = 1.6$ for computing $\theta(G)$ and $\theta^+(G)$ are presented in Figures 3.2(a) and (b), and Figures 3.3(a) and (b), respectively. When both the final duality gap and CPU time are considered, these plots again show that using a fixed step size of $\rho = 1.6$ is preferable to a step size of $\rho = 1$. 
Table 3.3: Computational results on computing $\theta_+(G)$

<table>
<thead>
<tr>
<th>name</th>
<th>n</th>
<th>m</th>
<th>pobj</th>
<th>dobj</th>
<th>pinf</th>
<th>dinf</th>
<th>itr</th>
<th>gap</th>
<th>cpu</th>
</tr>
</thead>
<tbody>
<tr>
<td>theta102</td>
<td>500</td>
<td>3746</td>
<td>-3.806274e+7</td>
<td>-3.806252e+7</td>
<td>2.94e-7</td>
<td>9.58e-7</td>
<td>281</td>
<td>2.34e-7</td>
<td>1.01</td>
</tr>
<tr>
<td>theta103</td>
<td>500</td>
<td>62516</td>
<td>-2.237445e+7</td>
<td>-2.237421e+7</td>
<td>3.27e-7</td>
<td>9.52e-7</td>
<td>262</td>
<td>4.85e-7</td>
<td>1.01</td>
</tr>
<tr>
<td>theta104</td>
<td>500</td>
<td>87245</td>
<td>-1.328261e+7</td>
<td>-1.328260e+7</td>
<td>3.57e-7</td>
<td>9.55e-7</td>
<td>266</td>
<td>7.35e-7</td>
<td>1.02</td>
</tr>
<tr>
<td>theta123</td>
<td>600</td>
<td>90020</td>
<td>-2.449518e+7</td>
<td>-2.449512e+7</td>
<td>3.77e-7</td>
<td>9.43e-7</td>
<td>267</td>
<td>6.02e-7</td>
<td>1.39</td>
</tr>
<tr>
<td>MANN-a27</td>
<td>378</td>
<td>703</td>
<td>-1.327596e+7</td>
<td>-1.327614e+7</td>
<td>8.99e-7</td>
<td>4.08e-6</td>
<td>530</td>
<td>8.17e-6</td>
<td>32</td>
</tr>
<tr>
<td>sanr200-0.7</td>
<td>200</td>
<td>6033</td>
<td>-2.363314e+7</td>
<td>-2.363329e+7</td>
<td>8.61e-7</td>
<td>9.57e-7</td>
<td>228</td>
<td>4.47e-7</td>
<td>0.5</td>
</tr>
<tr>
<td>c-fat200-1</td>
<td>200</td>
<td>18367</td>
<td>-2.559995e+7</td>
<td>-2.559990e+7</td>
<td>9.91e-8</td>
<td>9.94e-7</td>
<td>199</td>
<td>8.05e-7</td>
<td>0.5</td>
</tr>
<tr>
<td>ham-8-3-4</td>
<td>256</td>
<td>16129</td>
<td>-2.797284e+7</td>
<td>-2.797328e+7</td>
<td>4.40e-6</td>
<td>5.45e-6</td>
<td>864</td>
<td>8.02e-6</td>
<td>0.5</td>
</tr>
<tr>
<td>G43</td>
<td>1000</td>
<td>9991</td>
<td>-2.797522e+7</td>
<td>-2.797486e+7</td>
<td>4.95e-6</td>
<td>4.36e-6</td>
<td>893</td>
<td>6.36e-6</td>
<td>21.14</td>
</tr>
<tr>
<td>G44</td>
<td>1000</td>
<td>9991</td>
<td>-2.791027e+7</td>
<td>-2.791528e+7</td>
<td>5.11e-6</td>
<td>4.08e-6</td>
<td>916</td>
<td>8.96e-6</td>
<td>22.54</td>
</tr>
<tr>
<td>G45</td>
<td>1000</td>
<td>9991</td>
<td>-2.790407e+7</td>
<td>-2.790354e+7</td>
<td>4.34e-6</td>
<td>5.19e-6</td>
<td>886</td>
<td>9.47e-6</td>
<td>22.48</td>
</tr>
<tr>
<td>G46</td>
<td>1000</td>
<td>9991</td>
<td>-2.808999e+7</td>
<td>-2.808950e+7</td>
<td>6.05e-6</td>
<td>5.66e-6</td>
<td>838</td>
<td>8.76e-6</td>
<td>21.11</td>
</tr>
<tr>
<td>2dc.512</td>
<td>512</td>
<td>54896</td>
<td>-1.138582e+7</td>
<td>-1.138377e+7</td>
<td>9.43e-6</td>
<td>9.09e-6</td>
<td>1000</td>
<td>8.64e-5</td>
<td>5.1</td>
</tr>
<tr>
<td>1dc.1024</td>
<td>2048</td>
<td>58368</td>
<td>-1.747713e+7</td>
<td>-1.744217e+7</td>
<td>2.01e-4</td>
<td>4.25e-4</td>
<td>517</td>
<td>9.99e-4</td>
<td>257.15</td>
</tr>
<tr>
<td>1et.2048</td>
<td>2048</td>
<td>18945</td>
<td>-3.711548e+7</td>
<td>-3.707021e+7</td>
<td>1.65e-4</td>
<td>2.67e-4</td>
<td>799</td>
<td>3.53e-4</td>
<td>9.13</td>
</tr>
<tr>
<td>1tc.2048</td>
<td>2048</td>
<td>16641</td>
<td>-1.281390e+7</td>
<td>-1.280029e+7</td>
<td>6.06e-5</td>
<td>1.80e-5</td>
<td>506</td>
<td>5.30e-4</td>
<td>28.22</td>
</tr>
<tr>
<td>1zc.2048</td>
<td>2048</td>
<td>39425</td>
<td>-2.373937e+7</td>
<td>-2.373976e+7</td>
<td>3.84e-6</td>
<td>5.03e-6</td>
<td>517</td>
<td>9.99e-4</td>
<td>257.15</td>
</tr>
<tr>
<td>2dc.2048</td>
<td>2048</td>
<td>504452</td>
<td>-2.878959e+7</td>
<td>-2.878770e+7</td>
<td>4.84e-6</td>
<td>2.79e-6</td>
<td>1000</td>
<td>4.95e-5</td>
<td>5.45</td>
</tr>
</tbody>
</table>

Figure 3.2: Performance profiles of two variants of SDPAD for computing $\theta(G)$

(a) gap
(b) cpu
3.4.3 Binary Integer Quadratic Programming Problem

In this subsection, we report on how SDPAD performs on SDP relaxations of binary integer quadratic programming problems and compare these results to those obtained using SDPNAL. These problems have the form:

\[
\min \left\langle \begin{pmatrix} Q & 0 \\ 0 & 0 \end{pmatrix}, X \right\rangle
\]

s.t. \( X_{ii} - X_{n,i} = 0, i = 1, \cdots, n - 1, \)

\[
X_{nn} = 1, \quad X \succeq 0, \quad X \geq 0,
\]

where \( Q \in \mathbb{R}^{(n-1) \times (n-1)} \). We replaced the constraints \( X_{ii} - X_{n,i} = 0 \) by \( \sqrt{\frac{2}{n}} (X_{ij} - X_{n,i}) = 0 \) and the matrix \( Q \) was scaled by its Frobenious norm. The computational results obtained on the BIQ instances described in [58] are presented in Table 3.4, where “best upper bound” is the best known upper bound reported in [58], and “%pgap” and “%dgap” were computed
Figure 3.4: Performance profiles of two variants of SDP AD for the BIQ problems

\[
\text{\%pgap} := \frac{\text{best upper bound} - \text{pobj}}{\text{best upper bound}} \times 100\%,
\]
\[
\text{\%dgap} := \frac{\text{best upper bound} - \text{dobj}}{\text{best upper bound}} \times 100\%.
\]

The numbers \(h_1, h_2\) and \(h_3\) were set to 50, 400 and 500, respectively, the iteration counter \(h_4\) for changing \(\mu\) was set to 0 and the ratios \(\eta_1\) and \(\eta_2\) were set to 1 and 100, respectively. We stopped SDP AD when the total number of iterations reached 10000. The minimum penalty parameter \(\mu_{\text{min}}\) is set to 0.1. All other parameters were set to their default values. Again, we did not run SDPNAL on our own computer but presented the results reported in Table 8 in [64] in Table 3.4. From this table, we can see that SDP AD is faster than SDPNAL for achieving comparable lower bounds. Finally, performance plots for numerical results obtained using \(\rho = 1\) and \(\rho = 1.6\) are presented in Figures 3.4(a) and (b). When both the final duality gap and CPU time are considered, these plots again show that using a fixed step size of \(\rho = 1.6\) is preferable to using a step size of \(\rho = 1\).
Table 3.4: Computational results on the BIQ problems

<table>
<thead>
<tr>
<th>name</th>
<th>n</th>
<th>pinf</th>
<th>dinf</th>
<th>gap</th>
<th>itr</th>
<th>best upper bound</th>
<th>%pgap</th>
<th>%dgap</th>
<th>cpu</th>
<th>%dgap</th>
<th>cpu</th>
</tr>
</thead>
<tbody>
<tr>
<td>be200.3.1</td>
<td>201</td>
<td>7.09e-7</td>
<td>5.17e-7</td>
<td>9.99e-7</td>
<td>2484</td>
<td>-2.5435000e+4</td>
<td>8.891</td>
<td>8.891</td>
<td>32</td>
<td>8.891</td>
<td>10.29</td>
</tr>
<tr>
<td>be200.3.3</td>
<td>201</td>
<td>1.42e-6</td>
<td>6.43e-6</td>
<td>2296</td>
<td>-2.8023000e+4</td>
<td>5.194</td>
<td>5.195</td>
<td>31</td>
<td>5.192</td>
<td>12.09</td>
<td></td>
</tr>
<tr>
<td>be200.3.5</td>
<td>201</td>
<td>4.46e-5</td>
<td>2.55e-5</td>
<td>4782</td>
<td>-2.6355000e+4</td>
<td>6.519</td>
<td>6.519</td>
<td>134</td>
<td>6.519</td>
<td>10.38</td>
<td></td>
</tr>
<tr>
<td>be200.3.7</td>
<td>201</td>
<td>2.77e-6</td>
<td>1.68e-6</td>
<td>2447</td>
<td>-3.0483000e+4</td>
<td>8.170</td>
<td>8.172</td>
<td>32</td>
<td>8.170</td>
<td>13.73</td>
<td></td>
</tr>
<tr>
<td>be200.3.9</td>
<td>201</td>
<td>1.50e-6</td>
<td>1.50e-6</td>
<td>6940</td>
<td>-2.6355000e+4</td>
<td>6.519</td>
<td>6.519</td>
<td>134</td>
<td>6.519</td>
<td>10.38</td>
<td></td>
</tr>
<tr>
<td>be200.8.1</td>
<td>201</td>
<td>1.93e-6</td>
<td>3.06e-8</td>
<td>4267</td>
<td>-4.8534000e+4</td>
<td>4.812</td>
<td>4.812</td>
<td>57</td>
<td>4.811</td>
<td>19.40</td>
<td></td>
</tr>
<tr>
<td>be200.8.3</td>
<td>201</td>
<td>8.79e-6</td>
<td>1.03e-6</td>
<td>2107</td>
<td>-4.3207000e+4</td>
<td>7.051</td>
<td>7.052</td>
<td>28</td>
<td>7.052</td>
<td>10.53</td>
<td></td>
</tr>
<tr>
<td>be200.8.5</td>
<td>201</td>
<td>8.60e-6</td>
<td>1.48e-6</td>
<td>1885</td>
<td>-4.1482000e+4</td>
<td>6.725</td>
<td>6.725</td>
<td>25</td>
<td>6.723</td>
<td>9.53</td>
<td></td>
</tr>
<tr>
<td>be200.8.7</td>
<td>201</td>
<td>5.57e-6</td>
<td>7.95e-7</td>
<td>2146</td>
<td>-4.6823000e+4</td>
<td>4.332</td>
<td>4.332</td>
<td>29</td>
<td>4.331</td>
<td>12.16</td>
<td></td>
</tr>
<tr>
<td>be250.1</td>
<td>251</td>
<td>6.12e-6</td>
<td>4.58e-6</td>
<td>2747</td>
<td>-2.2923000e+4</td>
<td>4.698</td>
<td>4.697</td>
<td>132</td>
<td>4.698</td>
<td>17.17</td>
<td></td>
</tr>
<tr>
<td>be250.3</td>
<td>251</td>
<td>9.98e-7</td>
<td>2.21e-8</td>
<td>6326</td>
<td>-2.1057000e+4</td>
<td>6.258</td>
<td>6.258</td>
<td>224</td>
<td>6.254</td>
<td>14.30</td>
<td></td>
</tr>
<tr>
<td>be250.5</td>
<td>251</td>
<td>2.30e-6</td>
<td>5.18e-8</td>
<td>5256</td>
<td>-2.4095000e+4</td>
<td>4.250</td>
<td>4.250</td>
<td>57</td>
<td>4.250</td>
<td>14.00</td>
<td></td>
</tr>
<tr>
<td>bqp250-1</td>
<td>251</td>
<td>6.41e-6</td>
<td>2.57e-6</td>
<td>3005</td>
<td>-4.5607000e+4</td>
<td>4.509</td>
<td>4.507</td>
<td>108</td>
<td>4.508</td>
<td>17.42</td>
<td></td>
</tr>
<tr>
<td>bqp250-3</td>
<td>251</td>
<td>3.18e-6</td>
<td>2.06e-6</td>
<td>3006</td>
<td>-4.9037000e+4</td>
<td>4.159</td>
<td>4.159</td>
<td>105</td>
<td>4.160</td>
<td>10.36</td>
<td></td>
</tr>
<tr>
<td>bqp250-5</td>
<td>251</td>
<td>7.80e-6</td>
<td>1.10e-6</td>
<td>3129</td>
<td>-4.7961000e+4</td>
<td>4.260</td>
<td>4.261</td>
<td>110</td>
<td>4.260</td>
<td>19.03</td>
<td></td>
</tr>
<tr>
<td>bqp250-7</td>
<td>251</td>
<td>5.63e-7</td>
<td>3.21e-7</td>
<td>4801</td>
<td>-4.6757000e+4</td>
<td>4.630</td>
<td>4.630</td>
<td>146</td>
<td>4.630</td>
<td>16.36</td>
<td></td>
</tr>
<tr>
<td>bqp250-9</td>
<td>251</td>
<td>6.64e-6</td>
<td>3.47e-6</td>
<td>3006</td>
<td>-4.8916000e+4</td>
<td>5.277</td>
<td>5.279</td>
<td>106</td>
<td>5.276</td>
<td>16.12</td>
<td></td>
</tr>
<tr>
<td>bqp500-1</td>
<td>501</td>
<td>2.36e-7</td>
<td>3.92e-7</td>
<td>8960</td>
<td>-1.1658600e+5</td>
<td>8.044</td>
<td>8.044</td>
<td>1944</td>
<td>8.045</td>
<td>1:00:59</td>
<td></td>
</tr>
<tr>
<td>bqp500-3</td>
<td>501</td>
<td>3.57e-6</td>
<td>3.61e-7</td>
<td>8824</td>
<td>-1.3081200e+5</td>
<td>5.842</td>
<td>5.841</td>
<td>1904</td>
<td>5.842</td>
<td>1:01:47</td>
<td></td>
</tr>
<tr>
<td>bqp500-5</td>
<td>501</td>
<td>4.44e-7</td>
<td>4.03e-7</td>
<td>8288</td>
<td>-1.2548700e+5</td>
<td>6.857</td>
<td>6.857</td>
<td>1841</td>
<td>6.857</td>
<td>1:36:43</td>
<td></td>
</tr>
<tr>
<td>bqp500-7</td>
<td>501</td>
<td>2.75e-7</td>
<td>4.83e-7</td>
<td>9153</td>
<td>-1.2201000e+5</td>
<td>7.603</td>
<td>7.602</td>
<td>2016</td>
<td>7.603</td>
<td>1:25:26</td>
<td></td>
</tr>
<tr>
<td>gka4e</td>
<td>201</td>
<td>8.35e-6</td>
<td>2.75e-7</td>
<td>2735</td>
<td>-3.5594000e+4</td>
<td>4.583</td>
<td>4.582</td>
<td>36</td>
<td>4.582</td>
<td>11.23</td>
<td></td>
</tr>
<tr>
<td>gka1f</td>
<td>501</td>
<td>4.43e-6</td>
<td>5.83e-6</td>
<td>8106</td>
<td>-6.1194000e+4</td>
<td>7.133</td>
<td>7.133</td>
<td>1577</td>
<td>7.133</td>
<td>1:15:24</td>
<td></td>
</tr>
<tr>
<td>gka3f</td>
<td>501</td>
<td>3.43e-7</td>
<td>5.27e-7</td>
<td>7785</td>
<td>-1.3803500e+5</td>
<td>8.778</td>
<td>8.777</td>
<td>1704</td>
<td>8.778</td>
<td>1:31:34</td>
<td></td>
</tr>
<tr>
<td>gka5f</td>
<td>501</td>
<td>7.91e-7</td>
<td>9.40e-7</td>
<td>8849</td>
<td>-1.9050700e+5</td>
<td>8.612</td>
<td>8.612</td>
<td>1858</td>
<td>8.613</td>
<td>1:25:48</td>
<td></td>
</tr>
</tbody>
</table>
3.5 Conclusion

In this chapter, we presented alternating direction augmented Lagrangian methods for solving semidefinite programming (SDP) problems. At each inner iteration, the algorithm minimizes the dual augmented Lagrangian function with respect to each block of dual variables separately while other blocks are fixed and then updates the primal variables. For the version of our algorithm that uses a unit step size $\rho = 1$, complementary is enforced by computing partial eigenvalue decompositions at each iteration. The special structure of the constraints, such as sparsity and orthogonality, can often be used to simplify the computation when solving the subproblems. Our method can handle SDPs with inequality and positivity constraints directly without transforming them to equality constraints. Since in our numerical experience the low rank structure of the optimal solution is often exposed after relatively few iterations, we plan to explore how to take advantage of this to improve the efficiency of our algorithm.
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Appendix A

A1. Analysis of the augmented Lagrangian approach

We now present a convergence proof of our augmented Lagrangian approach (1.2.5)-(1.2.6). Let \( \{X^k\} \) be the sequence generated by the iterative procedure (1.2.5)-(1.2.6). The first-order optimality conditions of (1.2.5) are

\[
B^p(X^k, X^k) := \langle \nabla L(X^k, \pi^k, \mu^k), X - X^k \rangle = \langle C - p^k, X - X^k \rangle \geq 0,
\]

(A.1)

where \( p^k = \frac{1}{\mu^k} \mathcal{A}^*(\mu^k \pi^k + b - \mathcal{A}(X^k)) \), for all \( X \in S^n_+ \). Similar to Proposition 3.2 and Theorem 3.3 in [44], we have the following results on the convergence of the sequence \( \{H(X^k)\} \), where \( H(X) := \|\mathcal{A}(X) - b\|_2^2 \).

Theorem A.0.1. The iterates \( \{X^k\} \) generated by the iterative procedure (1.2.5)-(1.2.6) satisfies the following:
1) Monotonic decreasing in $H$: $H(X^{k+1}) \leq H(X^k) + 2\mu^{k+1}B^{p^k}(X^k) \leq H(X^k)$ for $k \geq 1$.

2) $B^{p^k}(X,X^k) + B^{p^{k-1}}(X^k,X^{k-1}) + \frac{1}{\mu^k}H(X^k) \leq \frac{1}{\mu^k}H(X) + B^{p^{k-1}}(X,X^{k-1})$ for $k \geq 2$.

3) If $\tilde{X}$ minimize $H(X)$ and $\langle C,\tilde{X} \rangle < \infty$, then $H(X^k) \leq \frac{1}{\mu^k}H(\tilde{X}) + B^{p^k}(\tilde{X},X^k)$ for $k \geq 2$.

Proof. 1) The first part of statement one is obvious since $B^{p^k}(X^k) \geq 0$. We now prove the second part of statement one. Using the updating formula (1.2.6), we obtain

$$\frac{1}{2\mu^{k+1}}H(X^{k+1}) + B^{p^k}(X^{k+1},X^k)$$

$$= \frac{1}{2\mu^{k+1}}\|A(X^{k+1}) - b\|_2^2 + \langle C,X^{k+1} - X^k \rangle$$

$$+ \langle \frac{1}{\mu^k}\tilde{A}^* (A(X^k) - b - \mu^k\pi^k),X^{k+1} - X^k \rangle$$

$$\leq \frac{1}{2\mu^{k+1}}\|A(X^k) - b\|_2^2 + \langle C,X^k \rangle - (\pi^{k+1})^\top (A(X^k) - b)$$

$$- \langle C,X^k \rangle + (\pi^{k+1})^\top (A(X^{k+1}) - b) + \langle \frac{1}{\mu^k}\tilde{A}^* (A(X^k) - b - \mu^k\pi^k),X^{k+1} - X^k \rangle$$

$$= \frac{1}{2\mu^{k+1}}\|A(X^k) - b\|_2^2 = \frac{1}{2\mu^{k+1}}H(X^k),$$

where the inequality uses the fact that $X^{k+1}$ is the optimal solution at iteration $k+1$.

2) From the definition of $B^{p^k}(\cdot,\cdot)$, we have:

$$B^{p^k}(X,X^k) + B^{p^{k-1}}(X^k,X^{k-1}) - B^{p^{k-1}}(X,X^{k-1}) = \langle p^{k-1} - p^k,X - X^k \rangle. \quad (A.2)$$
We obtain from the definition of $p^k$ that

$$p^{k-1} - p^k = \frac{1}{\mu^{k-1}} \mathcal{A}^* \left( \mu^{k-1} \pi^{k-1} + b - \mathcal{A}(X^{k-1}) \right) - \frac{1}{\mu^k} \mathcal{A}^* \left( \mu^k \pi^k + b - \mathcal{A}(X^k) \right) = \frac{1}{\mu^k} \left( \mathcal{A}^* \left( \mathcal{A}(X^k) - b \right) \right).$$

(A.3)

It follows from the convexity of $H(X)$, (A.2) and (A.3) that

$$\frac{1}{\mu^k} H(X) \geq \frac{1}{\mu^k} H(X^k) + \left\langle \frac{1}{\mu^k} \mathcal{A}^* \left( \mathcal{A}(X^k) - b \right), X - X^k \right\rangle = \frac{1}{\mu^k} H(X^k) + \left\langle p^k - p^{k+1}, X - X^k \right\rangle,$$

which gives the statement 2.

3) We take $X := \tilde{X}$ and summarize the inequality in statement 2 from $k \geq 2$ arriving at

$$\mathcal{B}^p(\tilde{X}, X^k) + \sum_{j=2}^{k} \left( \mathcal{B}^{p^j}(X^j, X^{j-1}) + \frac{1}{\mu^j} H(X^j) - \frac{1}{\mu^j} H(\tilde{X}) \right) \leq \mathcal{B}^{p^1}(\tilde{X}, X^1).$$

(A.4)

Since $\mathcal{B}^p(\tilde{X}, X^k) \geq 0$, $\mathcal{B}^{p^{j-1}}(X^j, X^{j-1}) \geq 0$ for $j = 2, \ldots, k$, the monotonicity of $H(X^j)$ and $\mu^j \geq \mu^{j+1}$, we further conclude that $(k - 1) \left( \frac{1}{\mu} H(X^k) - \frac{1}{\mu} H(\tilde{X}) \right) \leq \mathcal{B}^{p^1}(\tilde{X}, X^1)$, which completes the proof.

We now present the proof of Theorem 1.2.6.
Proof. The optimality condition (A.1) at \(X^k\) gives

\[
\langle C, X^k \rangle \leq \langle C, X \rangle + \frac{1}{\mu^k} \mathcal{A}^*(\mathcal{A}(X^k) - b - \mu^k \pi^k, X - X^k)
\]

\[
= \langle C, X \rangle + \frac{1}{\mu^k} \langle \mathcal{A}(X^k) - b - \mu^k \pi^k, \mathcal{A}(X) - \mathcal{A}(X^k) \rangle.
\] (A.5)

Since the Slater condition holds, \(H(\tilde{X}) = 0\) is attainable. Hence, statement 3 of Theorem A.0.1 implies that \(\lim_{k \to \infty} A(X^k) = b\). Let \(\tilde{X}\) be a limit point of the sequence \(\{X^k\}\). Taking limits on both sides of (A.5), we obtain

\[
\langle C, \tilde{X} \rangle \leq \langle C, X \rangle + \langle \pi^k, \mathcal{A}(X) - b \rangle,
\]

which gives \(\langle C, \tilde{X} \rangle \leq \langle C, X \rangle\) for any \(X\) satisfying \(\mathcal{A}(X) = b\); Therefore, \(\tilde{X}\) is an optimal solution of (1.2.1). \(\square\)