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The goal of this lecture is to explain the meaning of ”overconvergent” and to

prove the following theorem of Cherbonnier-Colmez.

Theorem 0.1. (See [Ber1, Corollary 25.3])

The functor V 7→ D†(V ) induces an equivalence from the category of p-adic

representations of GalK to the category of étale overconvergent (ϕ,Γ)-modules over

B†K .

The main reference is Colmez’s paper [Col, Section 4,5,6,7,8,9].

1. Constrcution of Robba rings

Recall that for every k ≥ 0, there exists a function wk : Ã→ R ∪ {+∞} defined

by wk(x) = inf0≤i≤k νE(xi) if x =
∑
i≥0 p

i[xi] satisfying following properties (See

[Ber1, Section 16]).

Fact 1.1. (1) wk(x) = +∞ if and only if x ∈ pk+1Ã;

(2) wk(x+ y) ≥ inf(wk(x), wk(y)); if wk(x) 6= wk(y), it takes ” = ”;

(3) wk(xy) ≥ infi+j≤k(wi(x) + wj(y));

(4) wk(ϕ(x)) = pwk(x);

(5) wk([λ]x) = wk(x) + νE(λ) for ∀λ ∈ Ẽ;

(6) wk(σ(x)) = wk(x) for ∀σ ∈ GalK .

These functions {wk}k≥0 define the canonical (or weak) topology on Ã.

For wk, we also have the following property.
1
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Lemma 1.2. If r > 0 and if x =
∑
n≥0 p

n[xn] ∈ Ã, then

(1) limk→+∞(νE(xk) + kr) = +∞ if and only if limk→+∞(wk(x) + kr) = +∞
and

(2) in this case infk≥0(νE(xk) + kr) = infk≥0(wk(x) + kr).

Proof. (1) We only prove that limk→+∞(νE(xk)+kr) = +∞ implies limk→+∞(wk(x)+

kr) = +∞; the other direction is obvious since wk(x) ≤ νE(xk).

We define a function i : N→ N by i(k) = sup{n | wk(x) = νE(xn) n ≤ k}. Then

i is an increasing function (because wk+1(x) ≤ wk(x)). Clearly, i(k) ≤ k.

Case I: limk→+∞ i(k) = +∞.

In this case, wk(x) + kr = νE(xi(k)) + kr ≥ νE(xi(k)) + i(k)r → +∞.

Case II: limk→+∞ i(k) = n for some n ∈ N.

In this case, there exists an N ∈ N such that i(k) = n for all k ≥ N . In

particular, for k ≥ N , wk(x) + kr = νE(xN ) + kr → +∞.

(2) infk≥0(νE(xk) + kr) ≥ infk≥0(wk(x) + kr) = infk≥0(νE(xi(k)) + kr) ≥
infk≥0(νE(xi(k)) + i(k)r) ≥ infk≥0(νE(xk) + kr). �

Define

Ã†,r = {x ∈ Ã | inf
k≥0

(wk(x) +
krp

p− 1
) ≥ 0 and lim

k→+∞
(wk(x) +

krp

p− 1
) = +∞}

= {x ∈ Ã | inf
k≥0

(νE(xk) +
krp

p− 1
) ≥ 0 and lim

k→+∞
(νE(xk) +

krp

p− 1
) = +∞}.

Also, we define a function νr : Ã†,r → R≥0 by νr(x) = infk≥0(wk(x) + krp
p−1 ) for

x ∈ Ã†,r.

For simplicity, we define s(r) = pr
p−1 for r ≥ 0.

It is straightforward from the definition of Ã†,r that for any r2 > r1 > r > 0,

(1) Ã†,r1 ⊂ Ã†,r2 and

(2) νr2(x) ≥ νr1(x) for x ∈ Ã†,r.

Thus, we can define a function fx : R≥r → R by fx(t) = νt(x).

Proposition 1.3 (Newton Polygon of x). Assume r > 0 and x =
∑
n≥0[xn]pn ∈

Ã†,r.

(1) The function fx : R≥r → R≥0 is an increasing, piecewise linear, concave

continuous function. All slopes of fx belong to p
p−1Z≥0 and fx has finitely many

slopes and cusps.

(2) Let ∂lfx (resp.∂rfx) be the left (resp. right) derivation of fx. Then p−1
p ∂lfx(t)

(resp.p−1
p ∂rfx(t)) is the maximal (resp. minimal) integer N satisfying vt(x) =
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νE(xN )+ tpN
p−1 . As a consequence, fx(t) is derivable at t = t0 > r if and only if there

exists exactly one = k ≥ 0 such that νt0(x) = νE(xk) + ks(t0) and k = p−1
p f ′x(t0).

(3) If x0 6= 0, then there exists an r0 ≥ r such that for any t ≥ r0, fx(t) = νE(x0).

In particular, the last slope of fx is 0.

Proof. By definition of fx, it is increasing.

For r0 ≥ r, because x ∈ Ã†,r0 , the set

Ωx := {i ∈ N | fx(r0)(= νr0(x)) = νE(xi) + is(r0)}

is finite. Thus, we can write Ωx = {n1 < n2 < · · · < nk}.
Since limm→+∞ νE(xm) + ms(r0) = +∞, there exists an M > fx(r0) such that

for any n /∈ Ωx, νE(xn) + ns(r0) ≥ M . Therefore, for any r′ ≈ r0 (of course, we

require r′ ≥ r), fx(r′) = inf1≤i≤k νE(xni)+nis(r
′) = fx(r0)+inf1≤i≤k( pnip−1 (r′−r0)).

When (r ≤)r′ < r0, fx(r′) = fx(r0) + pnk
p−1 (r′ − r0).

When r′ ≥ r0, fx(r′) = fx(r0) + pn1

p−1 (r′ − r0).

This shows (1) and (2).

To prove (3), we notice that for every r′ > r

νr′(x) = inf(νE(x0), inf
i≥1

(νE(xi) + is(r′))).

The second term

inf
i≥1

(νE(xi) + is(r′)) ≥ νr(x) + s(r′)− s(r).

Thus, for r′ � r, we have fx(r′) = νE(x0). This completes the proof. �

Lemma 1.4. Assume r > 0.

(1) Ã†,r is a sub-ring of Ã which is stable under the action of GalQp .

(2) ϕ : Ã†,r → Ã†,pr is a bijection.

Proof. Put s = s(r).

(1) If x, y ∈ Ã†,r, by Fact 1.1 (2), (3), we have that

wk(x+ y) + sk ≥ inf(wk(x) + sk, wk(y) + sk)

and that

wk(xy) + sk ≥ inf
i+j≤k

(wi(x) + wj(y)) + sk ≥ inf
i+j≤k

(wi(x) + is) + (wj(y) + js).

In particular, both of x + y and xy belong to Ã†,r. Also, we prove that νr(xy) ≥
νr(x) + νr(y) and that νr(x + y) ≥ inf(νr(x), νr(y)) which takes equality when

νr(x) 6= νr(y).
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(2) If x =
∑
n≥0 p

n[xn] ∈ Ã, then ϕ(x) =
∑
n≥0 p

n[xpn]. From

wk(ϕ(x)) + ks(pr) = pwk(x) + ks(pr) = p(wk(x) + ks(r)),

we see that x ∈ Ã†,r if and only if ϕ(x) ∈ Ã†,pr and in this situation νpr(ϕ(x)) =

pνr(x). �

The next Lemma shows that νr is a norm on Ã†,r.

Lemma 1.5. Assume r > 0. Let x =
∑
n≥0 p

n[xn], y =
∑
n≥0 p

n[yn] ∈ Ã†,r and

α ∈ Ẽ.

(1) νr(x) = +∞ if and only if x = 0;

(2) νr(x+ y) ≥ inf(νr(x), νr(y));

(3) νr(xy) = νr(x) + νr(y);

(4) νpr(ϕ(x)) = pνr(x);

(5) νr(px) = νr(x) + s(r) and νr([α]x) = νE(α) + νr(x);

(6) νr(σ(x)) = νr(x) for all σ ∈ GalQp .

Proof. We have established (2) and (4) in the proof of Lemma 1.4. From the

definition of νr that νr(x) = infn≥0(νE(xn) + ns(r)), (1), (5) and (6) are easy to

check. We only prove (3) here.

Recall we have proved (3)′ which says νr(xy) ≥ νr(x) + νr(y) in the proof of

Lemma 1.4.

By Proposition 1.3, except finitely many r′ ≥ r, there exists a unique n and a

unique m such that νr′(x) = νE(xn) + ns(r′) < νr′(x − [xn]pn) and that νr′(y) =

νE(ym) +ms(r′) < νr′(y − [ym]pm). Considering

xy = [xnym]pn+m + (x− [xn]pn)y + [xn]pn(y − [ym]pm),

by (3)′, νr′ takes values at the last two terms strictly bigger than νr(x) + νr(y).

By (2), νr′(xy) = νE(xnym) + (n + m)s(r′) = νr′(x) + νr′(y). In other words,

fxy(r′) = fx(r′) + fy(r′) for all but finitely many r′ ∈ R≥r. By continuities,

fxy(t) = fx(t) + fy(t) for all t ≥ r. In particular, νr(xy) = νr(x) + νr(y). �

Remark 1.1. By Lemma 1.5, we see that (1) fxy = fx + fy; (2) 1
pfϕ(x)(p•) = fx(•);

(3) fpx(•) = fx(•) + s(•); (4) f[α]x(•) = fx(•) + νE(α).

Define B̃†,r = Ã†,r[ 1
p ]. By using Lemma 1.5 (5), one can extend νr to a norm on

B̃†,r such that Proposition 1.3 and Lemma 1.5 are still true for elements in B̃†,r.
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We remark that Ã†,r is not the ring of integers in (B̃†,r, νr) (for example, r = p−1
p ,

then νr(
[p̃]
p ) = 0). However, Ã†,r is the ring of integers in (B̃†,r ∩ Ã, νr).

If x =
∑
n�−∞[xn]pn ∈ B̃+, we can define ν0(x) = infk νE(xk). Then the above

properties are still true except that it happens that fx has infinitely many slopes

and cusps (in a neighborhood of 0).

Fact 1.6. For every 0 6= α ∈ Ẽ and r > 0, [α] ∈ B̃†,r, therefore it is a unit. This is

because there exists an N ≥ 0 such that pN [α] ∈ Ã†,r.

Proposition 1.7. The topology on Ã†,r is separated and completed.

Proof. The separateness follows from Lemma 1.5 (1). We remain check the com-

pleteness.

Let {xi}i≥0 be a sequence converging to 0. Then νr(xi)→ +∞ while i→ +∞.

Therefore, for a fixed k ≥ 0, wk(xi) ≥ νr(xi) − ks(r) → +∞. In other words,

the sequence {xi}i≥0 converges to 0 in Ã under the canonical topology. Put x =∑
i≥0 xi. Then wk(x) + ks(r) ≥ infi wk(xi) + ks(r) ≥ 0 for all k ≥ 0.

We need to check that x ∈ Ã†,r.

For any given M > 0, there exists an N ∈ N such that for every i ≥ N ,

νr(xi) ≥ M . In particular, wk(xi) + ks(r) > M for all k ≥ 0 and i ≥ N . There

exists an K > N such that for every i ≤ N and k ≥ K, wk(xi) + ks(r) > M .

Therefore, for every k ≥ K,

wk(x) + ks(r) ≥ inf( inf
i≤N

(wk(xi) + ks(r)), inf
i≥N

(wk(xi) + ks(r))) > M

Thus, x ∈ Ã†,r. �

Lemma 1.8. Assume r > 0.

(1) The action of GalQp on Ã†,r is continuous

(2) The map ϕ : Ã†,r → Ã†,pr is an homeomorphism.

Proof. The (2) follows from Lemma 1.5 (4). By Lemma 1.5 (6), it remains to prove

that for a given x =
∑
n≥0[xn]pn ∈ Ã†,r, the function GalQp → R by mapping

σ 7→ νr(σ(x)) is continuous. It suffices to check that limσ→1 νr(σ(x)− x) = +∞.

By Fact 1.1 (2), (6), for every k ≥ 0, wk(σ(x)−x)+ks(r) ≥ wk(x)+ks(r). Thus,

for any given M > 0, there is an N > 0 such that for every k ≥ N , wk(σ(x)− x) +

ks(r) ≥ wk(x) + ks(r) > M . For k ≤ N , since GalQp acts on Ã continuously, there

exists an open subgroup H ≤ GalQp such that for every σ ∈ H, wk(σ(x) − x) +
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ks(r) > M . Therefore, for any σ ∈ H, we have infk(wk(σ(x) − x) + ks(r)) > M ;

that is νr(σ(x)− x) > M . This proves the lemma. �

Recall HK = GalK(ζp∞ ). Thus, we can define B̃†,rK = (B̃†,r)HK . Also, we can

define B†,r = B̃†,r ∩B as well as B†,rK = (B†,r)HK . Similarly, the meaning of Ã†,rK ,

A†,r and A†,rK are clear.

Define B̃† =
⋃
r>0 B̃

†,r. Then the meaning of B† and B†K are clear as well.

Proposition 1.9. The ring B̃† is a field. As a consequence, all of B̃†K , B† and

B†K are fields.

To prove this Proposition, we need to study units of Ã†,r.

Lemma 1.10. Let x =
∑
n≥0 p

n[xn] ∈ Ã†,r. Then x is a unit if and only if for all

k ≥ 1, 0 = νr(x) = νE(x0) < νE(xk) + ks(r).

Proof. Assume that for all k ≥ 1, we have 0 = νr(x) = νE(x0) < νE(xk) + ks(r).

Since x0 ∈ Ẽ+, [x0] is a unit in Ã†,r. Thus, we may assume that x0 = 1 by using

[x0]−1x instead of x. In this case, x = 1−x′ for some x′ ∈ Ã†,r satisfying νr(x
′) > 0.

Then
∑
n≥0(x′)n converges in Ã†,r and is the inverse of x = 1− x′.

Conversely, if x is a unit of Ã†,r with the inverse y =
∑
n≥0 p

n[yn]. Since xy = 1,

modulo p, we must have x0y0 = 1. Moreover, because νr(x), νr(y) ≥ 0, it follows

from

0 = νr(1) = νr(xy) = νr(x) + νr(y)

that νr(x) = 0 = νr(y). On the other hand, since νE(x0) ≥ νr(x) = 0, x0 ∈ Ẽ+.

For the same reason y0 ∈ Ẽ+. Thus, νE(x0) = νE(y0) = 0.

It remains to show that infk≥1(νE(xk) + ks(r)) > 0 (equivalently, νr(x− [x0]) >

0). We may assume that x0 = y0 = 1. Otherwise, assume νr(x − 1) = 0, then we

claim that νr(y−1) = 0. In fact, if −z = y−1 satisfying νr(z) > 0, then νr(x−1) =

νr(
∑
n≥1 z

n) > 0, which is impossible. Now, let n0 (resp m0) be the largest integer

such that νE(xn0)+n0s(r) = νr(x−1) (resp. νE(ym0)+m0s(r) = νr(y−1)). Since

1 = xy ≡
∑

n+m<n0+m0

[xnym]pm + [
∑

n+m=n0+m0

xnym]pn0+m0 + pn0+m0+1z

for some z ∈ Ã, by the addition law for Witt vectors, there exists an element

S(. . . , xij , . . . ) ∈ Fp[x
1

pn0+m0−i−j

ij | i+ j < n0 +m0]
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which is homogenous of degree 1 (putting deg xij = 1) such that

0 =
∑

n+m=n0+m0

xnym + S(. . . , xiyj , . . . ).

By the choice of (n0,m0), for every (n,m) 6= (n0,m0) satisfying n+m ≤ n0 +m0,

νE(xnym) + (n0 +m0)s(r) > 0. As a consequence,

νE(S(. . . , xiyi, . . . )) + (n0 +m0)s(r) > 0.

This implies that

0 = νE(xn0
ym0

)+(n0+m0)s(r) = νE(
∑

n+m=n0+m0,n6=n0

xnym+S(. . . , xiyj , . . . ))+(n0+m0)s(r)

≥ inf( inf
n+m=n0+m0,n6=n0

(νE(xnym)), νE(S(. . . , xiyj , . . . ))) + (n0 +m0)s(r) > 0.

A contradiction! We complete the proof. �

Corollary 1.11. x =
∑
n≥0 p

n[xn] ∈ Ã†,r is a unit if and only if the set of slopes

of fx is exact {0} and 0 is the only integer satisfying 0 = νr(x) = νE(xk) + ks(r).

Corollary 1.12. For x =
∑
n≥0 p

n[xn] ∈ Ã†,r such that [x0] 6= 0, there is an

r0 > r such that x
[x0] is a unit in Ã†,r0 .

Proof. Since x0 6= 0, by Proposition1.3 (3), we can choose r1 ≥ r such that for all

t ≥ r1, fx(t) = νE(x0). Put y = x
[x0] , since fx(t) = fy(t) + νE(x0), we see that

y ∈ Ã†,r1 and fy(t) = 0 for t ≥ r1. Using Proposition1.3 (2), for any r2 > r1, 0

is the only integer satisfying νr2(y) = νE(yk) + ks(r2). Thus if we fix an r0 > r1,

then y is a unit in Ã†,r0 . �

Example 1.13. For r ≥ 1, π
[π̄] is a unit in Ã†,r.

In fact, π = [ε] − 1 =
∑
n≥0 p

n[xn]. Then x0 = π̄ = ε − 1 and for k ≥ 1, xk

is a polynomial in ε
1

pk − 1 of degree pk with no constant term. Thus, νE(xk) ≥
νE(ε

1

pk − 1) = 1
pk−1(p−1)

. For r ≥ 1,

νE(xk) + ks(r)− νE(π̄) ≥ 1

pk−1(p− 1)
+

p

p− 1
(kr − 1) > 0.

Thus, by Lemma 1.10, π
[π̄] is a unit in Ã†,r.

(In fact, r > p−1
p is enough.)

Proof. (of Proposition 1.9)

For any given x ∈ B̃†, since p is invertible, by definition of B̃†, we may assume

x ∈ Ã†,r for some r > 0.
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We claim that for any z ∈ Ã†,r ∩ pÃ, there exists a 0 6= α ∈ Ẽ such that
[α]
p z ∈ Ã†,r.

In fact, put y = z
p . Then wk(y) = wk+1(z). Choose 0 6= α satisfying νE(α) >

s(r), then

wk([α]y) + ks(r) ≥ wk+1(z) + (k + 1)s(r).

This implies that [α]y ∈ Ã†,r.

Now, by Fact 1.6, for any 0 6= α ∈ Ẽ, [α] is invertible in B̃†,r. We may assume

x =
∑
n≥0[xn]pn ∈ Ã†,r such that x0 6= 0 for some r > 0. By Corollary 1.12, there

exists an r0 > r such that x
[x0] is a unit in Ã†,r0 . It follows that x is invertible in

B̃†,r0 .

This completes the proof. �

Now, let V be a p-adic representation of GalK , then D†(V ) := (V ⊗B†)HK is a

vector space of dimension ≤ dim(V ) over B†K .

We say V is overconvergent if dimB†K
(D†(V )) = dim(V ). Equivalently, V is

overconvergent if and only if

D†(V )⊗B†K
B† ' V ⊗B†.

Since ϕ acts on B†, D†(V ) is a (ϕ,ΓK)-module over B†K . A (ϕ,ΓK)-module D†

over B†k is étale if D† ⊗B†K
BK is an étale (ϕ,ΓK)-module over BK .

In the rest of this section, we shall show that B†,rK is a ring consisting of Laurent

series on some annulus for suitable r.

We fix some notations.

K: a finite extension of Qp;

F : the maximal unramified subfield of K∞.

kF : the residue field of F .

By previous talks, we have EF = kF [[π̄]][π̄−1] with ring of integers E+
F = kF [[π̄]].

A+
F = OF [[π]], AF = ̂OF [[π]][π−1] and BF = AF [ 1

p ].

Also, EK/EF is totally ramified with index eK = e(K∞/Qp,∞) and EF /EQp is

unramified of degree fK = f(K∞/Qp,∞). Put dK = eKfK , then

dK = [BK : BQp ] = [EK : EQp ] = [K∞ : Qp,∞]
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Let π̄K be a uniformizer of EK and let P̄K be the minimal polynomial of π̄K

over E+
F . We choose a lifting PK ∈ A+

F [T ] of P̄K . By Hensel’s Lemma, there exists

a unique πK ∈ AK with reduction π̄K modulo p satisfying PK(πK) = 0.

Let DK be the relative differential of EK over EF . Then νE(DK) = νE(P̄ ′K(π̄K)).

Lemma 1.14. For every k ≥ 1, wk(πK) ≥ −(2k − 1)νE(DK).

Proof. (See [Col, Lemma 6.4])

If πK =
∑
i≥0[xi]p

i, then we need to show that for every k ≥ 1, wk(πK) ≥
−(2k − 1)νE(DK). Put zk =

∑k
i=0 p

i[xi]. Then PK(zk) ∈ pk+1AK .

Firstly, assume k = 1. Because PK ∈ A+
F [T ], if PK([π̄K ]) = p[u] + p2v, then

u ∈ E+. Therefore, we have

0 ≡ PK(z1) = PK([π̄K ]+p[x1]) ≡ PK([π̄K ])+P ′K([π̄K ])[x1]p ≡ [u+P̄ ′K(π̄K)x1]p mod p2AK .

Thus, νE(x1) ≥ −νE(P̄ ′K(π̄K)) as desired.

For general case, we do induction on k. By inductive hypothesis, for every

n ≥ k + 1, we have

wn(PK(zk)) ≥ inf
1≤ij≤k,i1+···+ir≤n

−(2ij − 1)νE(P̄ ′K(π̄K))

= inf
1≤ij≤k,i1+···+ir=n

−(2ij − 1)νE(P̄ ′K(π̄K))

= − sup
1≤ij≤k,i1+···+ir=n

(2n− r)νE(P̄ ′K(π̄K))

≥ −(2n− 2)νE(P̄ ′K(π̄K)) (∵ n ≥ k + 1 ∴ r ≥ 2).

In particular, we get wk+1(PK(zk)) ≥ −2kνE(P̄K(π̄K)). In other words, if we

write PK(zk) = pk+1[yk+1] + pk+2v, then νE(yk+1) ≥ −2kνE(P̄K(π̄K)). Therefore,

we have

0 ≡ PK(zk+1) = PK(zk + pk+1[xk+1]) ≡ PK(zk) + P ′K(zk)[xk+1]pk+1

≡ [yk+1]pk+1+P ′K([π̄K ])[xk+1]pk+1 ≡ [yk+1+P̄ ′K(π̄K)xk+1]pk+1 mod pk+2.

Thus, νE(xk+1) ≥ −(2k + 1)νE(P̄K(π̄K)) as desired. �

Corollary 1.15. For every k ≥ 1, wk(P ′K(πK)) ≥ −(2k − 1)νE(P̄ ′K(π̄K)).

Proof. The proof is similar to the proof of general case in Lemma 1.14.

Let PK(T ) = adT
d + ad−1T

d1 + · · · + a0 ∈ A+
F [T ] with ad = 1. Then for every

n ≥ 1,

P ′K(πK) ≡
d−1∑
i=0

(i+ 1)ai+1(

n∑
j=0

pj [xj ])
i mod pn+1.
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Because ak ∈ A+
F , by Lemma 1.14, we see that

wn(P ′K(πK)) ≥ inf
1≤ij≤n,i1+···+ir≤n

−(2ij − 1)νE(P̄K(π̄K))

≥ inf
1≤ij≤n,i1+···+ir≤n

−(2n−r)νE(P̄K(π̄K)) ≥ −(2n−1)νE(P̄K(π̄K))

as expected. �

Define

rK =


2νE(DK)(p−1)

p , if EK/EQpramified
p−1
p , if EK/EQpunramified

Lemma 1.16. For r > rK , πK ∈ A†,rK . Moreover, we have

(1) πK
[π̄K ] is a unit in ∈ A†,rK ;

(2)
P ′K(πK)

[P̄ ′K(π̄K)]
is a unit in ∈ A†,rK .

Proof. By Lemma 1.14, for any k ≥ 1, wk(πK) + ks(rK) ≥ νE(P̄ ′K(π̄K)). Thus,

for any r > rK and k ≥ 1, wk(πK) + ks(r) ≥ νE(P̄ ′K(π̄K)) + ks(r − rK). Thus,

πK ∈ A†,rK and by Lemma 1.10 πK
[π̄K ] is a unit. The proof of (2) is similar. �

Now, we put fi = πi−1
K for 1 ≤ i ≤ eK . Then {fi}1≤i≤eK is a basis of AK over

AF . Let {f∗i }1≤i≤eK be the dual basis of AK over AF with respect to the perfect

pair

(−,−) : AK ×AK → AF , (x, y) 7→ TrBK/BF (xy).

Lemma 1.17. For 1 ≤ i ≤ eK , P ′K(πK)f∗i ∈ A+
F [πK ].

Proof. By [Ser, III.§6.Lemma 2], we see that

Tr(
πjK

P ′K(πK)
) =

 0, 0 ≤ j ≤ eK − 2

1, j = eK − 1

Since for all i ≥ 0, πiK is a linear combination of πjK for 0 ≤ j ≤ eK − 1, we see

that f∗i is of form Qi(πK)
P ′K(πK) for some monic polynomial Qi ∈ A+

F [T ]. This shows the

lemma. �

Corollary 1.18. For r > rK , B†,rK is a free module over B†,rQp of rank dK . As a

consequence, [B†K : B†Qp ] = dK .

Proof. By Lemma1.16 (2), f∗i ∈ B†,rK for r > rK . (In fact, [P̄ ′K(π̄K)]f∗i ∈ A†,rK .)

Thus, for any x ∈ B†,rK , x can be uniquely written as

x =

eK−1∑
j=0

Tr(xπjK)f∗j .
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Therefore, {f∗j }1≤j≤eK is a basis of B†,rK over B†,rF .

For K = F , this follows from the fact BF = BQp ⊗Zp OF . �

Recall we have proved following Lemma in previous talks.

Lemma 1.19. For any x ∈ AK , x can be uniquely written as

x =
∑
n∈Z

anπ
n
K , an ∈ OF

satisfying limn→−∞ an = 0.

Proof. Recall EK = kF [[π̄K ]][π̄−1
K ]. We define a section s : EK → AK of natural

projection AK → EK by

s(
∑

n�−∞
b̄nπ̄

n
K) =

∑
n�−∞

[b̄n]πnK .

For x ∈ AK , put x0 := x. Define xn+1 = x−s(x̄n)
p inductively. Then we have

x =
∑
n≥0

pns(x̄n).

The uniqueness is trivial by construction. �

Lemma 1.20. Assume r > rK For x̄ ∈ EK , then s(x̄) ∈ A†,rK [ 1
[π̄] ]. In this case,

νr(s(x̄)) = νE(x̄).

Proof. Because EK is a free module over EF of rank eK with a set of basis

{π̄jK}0≤j≤eK−1, it suffices to check that s(π̄K) ∈ A†,rK . This follows from Lemma1.16.

If x̄ =
∑
n≥n0

anπ̄
n
K (an ∈ kF ) with 0 6= an0

, then νE(x̄) = n0νE(π̄K). However,

for n ≥ n0, νr([an]πnK) = νr([anπ̄
n
K ]) = nνE(π̄K). Thus, νr(s(x̄)) = νE(x̄). �

Lemma 1.21. If x ∈ AK and if k ≥ 0, then

wk(
x− s(x̄)

p
) ≥ inf(wk+1(x), w0(x)− (k + 1)s(rK)).

Proof. Replacing x by a multiplication of x by a power of [π̄K ], we may assume

x̄ ∈ E+,×
K ; that is νE(x̄) = 0. Since

wk(
x− s(x̄)

p
) = wk+1(x− s(x̄)) ≥ inf(wk+1(x), wk+1(s(x̄))),

it suffices to check that wk+1(s(x̄)) ≥ −(k + 1)s(rK).

For n ≥ 0, by Fact1.1 and Lemma1.14,

wk+1(πnK) ≥ inf
i1+···+in=k+1

(wi1(πK) + · · ·+ win(πK))
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≥ inf
i1+···+in=k+1

((2i1 − 1)νE(DK) + · · ·+ (2in − 1)νE(DK))

≥ −(2k + 2− n)νE(DK) ≥ −(k + 1)(2νE(DK)) = −(k + 1)s(rK).

Because we have assumed x̄ ∈ E+,×
K , wk+1(s(x̄)) ≥ −(k + 1)s(rK) by definition of

s. �

For x ∈ AK , we define x0 = x and define xn+1 = xn−s(x̄n)
p inductively.

Corollary 1.22. If n ≥ 0, then νE(x̄n) ≥ inf0≤i≤n(wi(x)− (n− i)s(rK)).

Proof. For n = 0, the result is trivial. So we assume n ≥ 1.

We prove that for every k ≥ 0, for n ≥ 1,

wk(xn) ≥ inf(wk+n(x), inf
0≤i≤n−1

(wi(x)− (k + n− i)s(rK))).

The result is the case for k = 0.

We give the proof by induction on n. For n = 1, this is the result of Lemma1.21.

By Lemma1.21 again,

wk(xn+1) ≥ inf(wk+1(xn), w0(xn)− (k + 1)s(rK)).

By inductive hypothesis (on n), w0(xn) ≥ wn(x) and

wk+1(xn) ≥ inf(wk+1+n(x), inf
0≤i≤n−1

(wi(x)− (k + 1 + n− i)s(rK))).

Combining these inequalities, we prove the desired result for n+ 1. �

Let ArF be the ring of Laurent series f(T ) =
∑
n∈Z anT

n with an ∈ OF such

that νp(an) + nr ≥ 0 and that limn→−∞ νp(an) + nr = +∞. If f ∈ ArF , we define

ωr(f) = infn(νp(an) + nr). Then it can be checked that ωr is a valuation on ArF .

The ArF can be viewed as the ring of analytic functions on annulus {0 < νp(T ) ≤ r}
which are bounded by 1 with coefficients in OF . Let BrF = ArF [ 1

p ], which is the

ring of bounded analytic functions on annulus {0 < νp(T ) ≤ r} whose coefficients

belong to F . Then we have the following theorem.

Theorem 1.23. Assume r > rK .

(1) The map f 7→ f(πK) induces an isomorphism of topological rings from

(A
1

reK

F , s(r)ω 1
reK

) to (A†,rK , νr) such that s(r)ω 1
reK

(f) = νr(f(πK)).

(2) The map f 7→ f(πK) induces an isomorphism from B
1

reK

F to B†,rK .
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Proof. The (2) is a consequence of (1). So we only need to prove (1).

Assume f =
∑
n∈Z anT

n ∈ A
1

reK

F . By Lemma1.16, anπ
n
K = pνp(an)[π̄K ]nun

for some unit un ∈ A†,rK . Therefore, νr(anπ
n
K) = νp(an)s(r) + nνE(π̄K). Recall

νE(π̄K) = 1
eK
· p
p−1 = s( 1

eK
). It follows that

νr(anπ
n
K) = s(r)νp(an) + ns(

1

eK
) = s(r)(νp(an) +

n

reK
) = s(r)ω 1

reK

(anT
n).

Therefore, for such an f =
∑
n∈Z anT

n ∈ A
1

reK

F , we see that f(πK) ∈ A†,rK and

that νr(f(πK)) ≥ infn νr(anπ
n
K) = s(r)ω 1

reK

(f).

Conversely, assume x ∈ A†,rK . By the proof of Lemma1.19, x =
∑
n≥0 p

ns(x̄n).

Put dn = νE(x̄n)
νE(π̄K) . By definition of s, there exists a unique fn ∈ T dnOF [[T ]] such

that s(x̄n) = fn(πK). Therefore x =
∑
n≥0 p

nfn(πK).

We need to show that pnfn ∈ A
1

reK

F . Assume fn = T dn
∑
j≥0 bjT

j with bi ∈ OF .

Then ω 1
reK

(bjp
nT dn+j) ≥ n + dn+j

reK
. Recall dn = νE(x̄n)

νE(π̄K) . So dn
reK

= νE(x̄n)
s(r) . By

Corollary1.22,
dn
reK

≥ 1

s(r)
inf

0≤i≤n
(wi(x)− (n− i)s(rK)).

Then we deduce that

ω 1
reK

(bip
nT dn+j) ≥ j

reK
+

1

s(r)
inf

0≤i≤n
(wi(x) + is(r) + (n− i)s(r − rK))

and thus pnfn ∈ A
1

reK

F . Moreover, from above formula, we also see that

s(r)ω 1
reK

(pnfn) ≥ inf(wn(x) + ns(r), νr(x) + s(r − rK)) ≥ νr(x).

Therefore f :=
∑
n≥0 p

nfn ∈ A
1

reK

F satisfying f(πK) = x and s(r)ω 1
reK

(f) ≥ νr(x).

These complete the proof. �

2. Colmez-Tate-Sen conditions and proof of Theorem 0.1

2.1. Colmez-Tate-Sen Condition for B̃†,r. Recall ([Ber1, Section 19]): let Ω̃

be a Qp-algebra endowed with a map

νω : Ω→ R ∪ {+∞}

such that

(1) νΩ(x) = 0 if and only if x = 0;

(2) νΩ(x+ y) ≥ inf(νΩ(x), νΩ(y));

(3) νΩ(xy) ≥ νΩ(x) + νΩ(y);

(4) νΩ(p) > 0 and νΩ(px) = νΩ(p) + νΩ(x).
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We assume that (Ω̃, νΩ) is a completed Banach space over Qp and that GalK acts

on Ω as isometries. Then we say Ω̃ satisfies Colmez-Sen-Tate conditions if there

exists c1, c2 and c3 in R≥0 such that followong conditions are fulfilled.

(CST 1) For every finite extensions M/L of K, there exists α ∈ Ω̃HM such that

νΩ(α) > −c1 and that TrM∞/L∞(α) = 1;

(CST 2) For every finite extension finite L/K, there is an increasing sequence

{ΩL,n}n≥0 of closed sub-Qp-algebra of Ω̃ together with maps RL,n : Ω̃HL → ΩL,n

satisfying following properties:

(i) if x ∈ Ω̃HL , then νΩ(RL,n(x)) ≥ νΩ(x)− c2 and limnRL,n(x) = x;

(ii) if L1 ⊂ L2, then ΩL1,n ⊂ ΩL2,n and the restriction of RL2,n to ΩL1,n is RL1,n;

(iii) RL,n is ΩL,n-linear and is the identify on ΩL,n;

(iv) if σ ∈ GalK , then σ(ΩL,n) = Ωσ(L),n and Rσ(L),n ◦ σ = g ◦RL,n.

(CST 3) For every finite extension L/K, there exists an m(L) ≥ n(L) such

that if γ ∈ ΓL and n ≥ sup(n(γ),m(L)), then (1 − γ) is invertible on XL,n =

(1−RL,n)(Ω̃HL) and νΩ((γ − 1)−1(x)) ≥ νΩ(x)− c3 for x ∈ XL,n.

Example 2.1. (Cp, νp) satisfies CST -conditions.

In this section, we shall give another example.

Proposition 2.2 (CST 1). Let L/K be finite extensions of Qp. Fix an r > 0, for

any δ > 0, there exists an α ∈ B̃†,rL with νr(α) > −δ such that TrL∞/M∞(α) = 1.

Proof. Since ẼL/ẼK is separated, there exists some β ∈ ẼL satisfying Tr(β) = 1.

Because νE(ϕ−n(β)) = p−nνE(β), we may assume that νE(β) > sup(−s(r),−δ).
Then we see that Tr([β]) = 1 +

∑
n≥1[xn]pn with

νE(xk) ≥ νE(β) > −ks(r).

Therefore, Tr([β]) ∈ Ã†,rK and νr(Tr([β])− 1) > 0. By Lemma1.10, Tr([β]) is a unit

in Ã†,rK . Put α = [β]
Tr([β]) , then νr(α) = νE(β) > −δ. �

Define I = Z[ 1
p ] ∩ [0, 1) and Im = {x ∈ I | νp(x) ≥ −m} for m ≥ 0.

Define EK,m = ϕ−m(EK) for m ≥ 0. Then EK,m/EK is purely inseparable of

degree pm and ẼK is the completion of EK,∞ = ∪m≥0EK,m with respect to νE.

The following Lemma is obvious and we omit the proof.

Lemma 2.3. If m ≥ 0, then {εi}i∈Im is a basis of E+
Qp,m over E+

Qp .
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Proposition 2.4. Assume cK = νE(DK) + νE(π̄).

(1) For every element x ∈ EK,m, it can be uniquely written as

x =
∑
i∈Im

ai(x)εi, ai(x) ∈ EK

such that νE(x)− cK ≤ infi∈Im νE(ai(x)) ≤ νE(x).

(2) For every element x ∈ ẼK , it can be uniquely written as

x =
∑
i∈I

ai(x)εi, ai(x ∈ EK)

such that limi ai(x) = 0 and that νE(x)− cK ≤ infi∈I νE(ai(x)) ≤ νE(x).

Proof. (1) Since EQp,m/EQp is purely inseparable and EK/EQp is separable, a basis

of EQp,m over EQp is also a basis of EK,m/EK . So the existence and the uniqueness

is clear. It is trivial that infi∈Im νE(ai(x)) ≤ νE(x). By uniqueness, the function

ai is EK-linear.

In the case where K = F (thus cF = νE(π̄)), up to a multiplication by some

power of π̄, we may assume 0 ≤ νE(x) < νE(π̄). Since {ε}i∈Im is a basis of E+
F,m

over E+
F , we see that νE(ai(x)) ≥ 0 ≥ νE(x)− cF .

In the general case, we choose {e1, . . . , ed} to be a basis of E+
K/E

+
F with d =

[EK : EF ] = eK . Let {e∗i }1≤i≤d be the dual basis of EK/EF under the perfect

pairing (x, y) 7→ TrEK/EF (xy) on EK . Then {e∗i }1≤i≤d is the basis of D−1
K over E+

F

(recall DK is the idea of relative differentials). In particular, νE(e∗i ) ≥ −νE(DK).

Clearly, for every m ≥ 0, {e1, . . . , ed} is a basis of EK,m/EF,m and {e∗i }1≤i≤d is the

corresponding dual basis under

(x, y) 7→ TrEK,M/EF,m(xy) = TrEK/EF (xy).

Therefore, if x ∈ EK,m, x =
∑d
j=1 Tr(xej)e

∗
j . Since Tr(xej) ∈ EF and νE(Tr(xej)) ≥

νE(x), if we define ai(x) =
∑d
j=1 ai(Tr(xej))e

∗
j , then

νE(ai(x)) ≥ inf
j
νE(ai(Tr(xej)))− νE(DK) ≥ νE(x)− cK .

(2) By the proof of (1), we see that ai is continuous and EK-linear. Then (2)

follows from (1) and the fact that ẼK is the completion of EK,∞. �

Remark 2.1. From the proof of Proposition2.4, when K is unramified over Qp,

x ∈ Ẽ+
K if and only if ai(x) ∈ E+

K .
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For m ≥ 0, we define AK,m = ϕ−m(AK), which is a Cohen ring of EK,m. Define

AK,∞ = ∪m≥0AK,m. Then ÃK is the completion of AK,∞ with respect to the

canonical topology on Ã.

Then it is conceivable that the following proposition is true.

Proposition 2.5. (1) For every x ∈ AK,m, x can be uniquely written by formula

x =
∑
i∈Im

ai(x)[ε]i, ai(x) ∈ AK .

(2) For every x ∈ ÃK , x can be uniquely written by formula

x =
∑
i∈I

ai(x)[ε]i, ai(x) ∈ AK

such that ai(x)→ 0 for the canonical topology on Ã.

(3) When K/Qp is unramified, x ∈ Ã+
K if and only if ai(x) ∈ A+

K for all i.

Proof. It suffices to prove (1).

We define s : EK,m → AK,m by s(
∑
i∈Im ai(x̄)εi) =

∑
i∈Im [ai(x̄)][ε]i, which is

a section of the natural projection AK,m → EK,m. Put x0 = x. For n ≥ 0, we

put xn+1 = (xn−s(x̄n))
p inductively. If we define ai(x) =

∑
n≥0 p

n[ai(x̄n)], then we

deduce that

x =
∑
i∈Im

ai(x)[ε]i.

The uniqueness is clear by the construction and the uniqueness criterion of Propo-

sition2.4.

Clearly, ai is AK-linear and continuous under the canonical topology. �

Corollary 2.6. For n ≥ 0, put RK,m : ÃK → AK,m by RK,m(x) =
∑
i∈Im ai(x)[ε]i.

Then we have

(1) limm→+∞RK,m(x) = x;

(2) RK,m = ϕ−m ◦RK,0 ◦ ϕm;

(3) RK,m is an AK,m-linear, continuous section of the inclusion AK,m ↪→ ÃK ;

(4) if σ ∈ GalQp , then σ ◦RK,m = Rσ(K),m ◦ σ.

Proof. The (1) is trivial. For (2), since a0 = RK,0 is AK-linear, we deduce that

RK,0(ϕm(x)) =
∑
i∈Im

ϕm(ai(x))[ε]p
mi.

This shows (2) and thus (3) (by applying (2)).

For (4), one can prove Proposition2.5 by replacing ε by σ(ε). Then (4) follows

from the uniqueness criterion. �
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Clearly, we can extend RK,n to B̃K .

For r > 0 and m ≥ 0, we define A†,rK,m = Ã†,rK ∩ AK,m. Then we also have

A†,rK,m = ϕ−m(A†,p
mr

K ). We want to show that for suitable r, if we restrict RK,n to

B̃†,rK , then the image of RK,n is contained in B†,rK,n. Thus, (CSD 2) holds for B̃†,r

for suitable r and hence for B̃†.

Lemma 2.7. If α ∈ Ẽ and l ∈ Z satisfying νE(α) ≥ −lνE(π̄), then [α] can be

uniquely written as

[α] =
∑
n≥0

pn

πl+a(n)
[βn]

with βn ∈ Ẽ+, where a(n) = bp−1
p nc is the smallest integer ≥ p−1

p n.

Proof. Put r = p−1
p . We note that if x =

∑
n≥0[αn]pn ∈ Ã and b ∈ Z, then

νr(
[π̄]b

p
(x− [α0])) = inf

k≥0
(s(b) + νE(αk+1) + ks(r)) ≥ s(b)− 1 + νr(x).

Now, we construct βn inductively. Put x0 = πl[α], βn = x̄n and

xn+1 =
πa(n+1)−a(n)

p
(xn − [βn]) = (

π

[π̄]
)a(n+1)−a(n) [π̄]a(n+1)−a(n)

p
(xn − [βn]).

By example1.13, νr(
π
[π̄] ) = 0. Therefore, we deduce that

νr(xn+1) ≥ s(a(n+ 1)− a(n))− 1 + νr(xn).

By hypothesis, νr(x0) = νr([α]πl) ≥ 0. By induction on n, we see that

νr(xn) ≥ s(a(n))− n ≥ 0, ∀n ≥ 0,

because a(n) = bp−1
p nc. Therefore νE(βn) ≥ νr(xn) ≥ 0. The uniqueness comes

from the construction. �

Proposition 2.8. If r > rK and if x ∈ Ã†,rK , then ai(x) ∈ A†,rK [ 1
[̄π]

] and for all

i ∈ I,

νr(ai(x)) ≥ νr(x)− cK and lim
i
νr(ai(x)) = +∞.

Proof. We assume x 6= 0.

Case 1: K = F .
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We assume x = [α] at first. Let l be the smallest integer such that νE(α) ≥
lνE(π̄). Then l ≥ 0. Applying above Lemma2.7, we can write x =

∑
n≥0

pn

πl+a(n) [βn]

for βn ∈ Ẽ+
K (by uniqueness, βn is HK-invariant). For i ∈ I, we put

ai([α]) =
∑
n≥0

pn

πl+a(n)
ai([βn]).

It remains to check that ai([α]) ∈ A†,rK . By Proposition2.5 (3), ai([βn]) ∈ A+
K . Put

n = q(n)p+r(n) for 0 ≤ r(n) ≤ p−1 and then a(n) = q(n)(p−1)+r(n). Therefore,

νr(
pn

πl+a(n)
) = νr(

pn

[π̄]l+a(n)
) = ns(r)− s(l + a(n)) = s(nr − l − a(n)).

In this case, rK = p−1
p , we see that

nr−l−a(n) = q(n)(rp−(p−1))+r(n)(r−1)−l = n(r−rK)− r(n)

p− 1
−l ≥ n(r−rK)−1−l.

Since ai([βn]) ∈ A+
K , we deduce that ai([α])[π̄]l+1 ∈ A†,rK and that

νr(ai([α])) ≥ −s(l + 1) ≥ νr([α])− νE(π̄).

Because ai([βn]) ∈ A+
K tends to 0 under the weak topology and A+

K ⊂ Ã+,

limi νr(ai([βn])) = +∞ and thus limi νr(ai([α])) = +∞.

In general, if x =
∑
n≥0 p

n[αn], then we define ai(x) =
∑
n≥0 p

nai([αn]). Thus,

we are reduced to the above special case.

Case 2: the general case.

Let {f∗j }1≤j≤eK be the basis of BK/BF described in Lemma1.17. Then P ′K(πK)f∗j ∈
A+
F [πK ]. Therefore, by Lemma1.16, for r > rK , [P̄ ′K(π̄K)]f∗j ∈ A†,rK . For every

x ∈ Ã†,rK , x =
∑

1≤j≤eK Tr(xπjK)f∗j for Tr = TrEK/EF and [P̄ ′K(π̄K)]x ∈ A†,rK .

Furthermore, νr(Tr(xπjK)) ≥ νr(x). Put ai(x) =
∑

1≤j≤eK ai(Tr(xπjK))f∗j . Then

νr(ai(x)) ≥ inf
j
νr(ai(Tr(xπjK)))−νr([P̄ ′K(π̄K)]) ≥ νr(x)−νE(π̄)−νE(DK) = νr(x)−cK .

�

Now, the following corollary is straightforward.

Corollary 2.9 (CST 2). If r > 0 and pnr > rK , then RK,n(x) ∈ A†,rK,n[ 1
[̄π]

].

Moreover, we have that limnRK,n(x)→ x in A†,rK [ 1
[̄π]

] and that

νr(RK,n(x)) ≥ νr(x)− p−ncK .

As a consequence, the condition (CST 2) holds for (B̃†,r, νr) for maps {RK,m :

B̃†,rK → B†,rK,m}m≥0 when r > rK .
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Proof. If n ≥ 0, we have seen that RK,n = ϕ−n ◦ RK,0 ◦ ϕn. If x ∈ Ã†,rK [ 1
[̄π]

],

ϕn(x) ∈ Ã†,p
nr

K [ 1
[̄π]

]. Thus, by above Proposition2.8, RK,0(ϕn(x)) ∈ A†,p
nr

K [ 1
[̄π]

] and

furthermore RK,n(x) ∈ A†,rK,n[ 1
[̄π]

]. Now, by Lemma1.5 (4), we have

νr(RK,n(x)) = p−nνpnr(RK,0(ϕn(x))) ≥ p−nνpnr(ϕn(x))−p−ncK = νr(x)−p−ncK

as expected. �

We define X†,rK,m = (1−RK,m)(B̃†,rK ), then B̃†,rK = B†,rK,m ⊕X†,rK,m for all m ≥ 0.

Now, we study the action of ΓK on Ã†,rK .

Recall we have proved in [Ber1, Section 9] (or [Col, Section 4]) that there exists

an n0(K) ≥ 0 such that for all n ≥ n0(K),

(1) Kn+1/Kn is totally ramified of degree p and 1 + pnZp ⊂ ΓK ;

(2) F ⊂ Kn;

(3) e(Kn/Qp(ζpn)) = eK and f(Kn/Qp(ζpn)) = fK .

(4) νE(DK) = pnνp(DKn/Qp(ζpn )) = pn+1νp(DKn+1/Qp(ζpn+1 )) ≤ pn0(K)

p−1 .

Lemma 2.10. If γ ∈ ΓK has infinite order, then

(1) Eγ=1
K = Ẽγ=1

K = kγ=1
F and

(2) Aγ=1
K = Ãγ=1

K = Oγ=1
F .

Proof. The (2) follows from (1) by p-adic completeness.

If kγ=1
F 6= Eγ=1

K , then there exists x ∈ Eγ=1
K such that νE(x) > 0. Therefore,

kγ=1
F ((x)) is a subfield of Eγ=1

K . Since both of EK and kγ=1
F ((x)) have transcendent

degree 1 (over Fp), EK/kγ=1
F ((x)) is an algebraic extension. In particular, EK/E

γ=1
K

is algebraic. Thus, the Galois closure of Eγ=1
K (ε) in EK is a finite extension of EK .

It follows that there is a k ∈ N such that γk(ε) ∈ Eγ=1
K . This is impossible!

If x ∈ ẼK , by Corollary2.6 (4), for all n ≥ 0, RK,n(x) ∈ Eγ=1
K,n . Thus,

ϕn(RK,n(x)) ∈ Eγ=1
K = kγ=1

F .

It follows that x = limRK,n(x) ∈ kγ=1
F . �

Lemma 2.11. Assume γ ∈ ΓK with n(γ) ≥ n0(K), then

νE(γ(π̄K)− π̄K) = pn(γ)νE(π̄)− νE(DK).
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Proof. Put n = n(γ). Because n ≥ n0(K), Kn+1/Kn is totally ramified of degree

p and γ is the generator of Gal(Kn+1/Kn). By [Ser, IV.§1.Proposition 4], if ω is a

uniformizer of Kn+1, then νp(DKn+1/Kn) = (p− 1)νp(γ(ω)− ω). Recall

E+
K = {(xm)m≥0 ∈ Ẽ+ | xm ∈ OKmand N(xm+1) ≡ xm mod a for m� 0},

where a = {x ∈ O
K̂∞
| νp(x) ≥ 1

p}. Then π̄K = (πK,m)m≥0 such that for m ≥
n0(K) + 1, πK,m is a uniformizer of Km. So

νE(γ(π̄K)− πK) = pn+1νp(γ(πK,n+1)− πK,n+1) =
pn+1

p− 1
νp(DKn+1/Kn)

=
pn+1

p− 1
(νp(DKn+1/Fn+1

) + νp(DFn+1/Fn)− νp(DKn/Fn))

=
pn+1

p− 1
(1 + p−n−1νE(DK)− p−nνE(DK)) = pnνE(π̄)− νE(DK)

as expected. �

Lemma 2.12. If m ≥ 0, u ∈ Z×p and r > p−1
p pm ≥ p−1

p , then [ε]p
mu−1

[π̄]pm
is a unit in

A†,rQp .

Proof. Recall [ε] = 1 + π. When m = 0, [ε]p
mu−1

[π̄]pm
= (1+π)u−1

π
π

[π̄] . Because u ∈ Z×p ,

the element (1+π)u−1
π is a unit in Zp[[π]] = A+

Qp . For r > p−1
p , π

[π̄] is a unit in A†,rQp .

Therefore, (1+π)u−1
π

π
[π̄] is a unit.

For general m, we see [ε]p
mu−1

[π̄]pm
= ϕ( (1+π)u−1

π
π

[π̄] ). Since ϕm : A†,rQp → A†,rp
m

Qp is

an isomorphism, the lemma follows. �

Lemma 2.13. If γ ∈ ΓK satisfying n(γ) ≥ n0(K) and if r > sup(rK ,
p−1
p pn(γ)),

then

νr(γ(πK)− πK) = pn(γ)νE(π̄)− νE(DK).

Proof. Since P̄K is an Eisenstein polynomial on E+
F [T ] (because EK/EF is totally

ramified), the constant term of PK is a multiplication of π by some unit in A+
F .

Therefore, γ(PK) − PK = (γ(π) − π)Q for some Q ∈ A+
F [T ] whose constant term

is unit in A+
F . So Q(γ(πK)) is also unit in A†,rK . We note that

(γ(π)− π)Q(γ(πK)) = −(γ(πK)− πK)
PK(γ(πK))− PK(πK)

γ(πK)− πK
.

Define α = PK(γ(πK))−PK(πK)
γ(πK)−πK . Similar to the proof of Corollary1.15, for all k ≥ 1,

wk(α) ≥ −(2k − 1)νE(P̄K(π̄K)). Because ᾱ = P̄ ′K(π̄K), similar to Lemma1.16 (2),

α
[P̄ ′K(π̄K)]

is also a unit in Ã†,rK . Therefore, there is a unit u ∈ Ã†,rK such that

(γ(πK)− πK)[P̄ ′K(π̄K)] = (γ(π)− π)u.
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Now (γ(π)− π) = [ε]([ε]p
n(γ)v − 1) for some v ∈ Z×p , by above Lemma2.12,

(γ(πK)− πK)
[P̄ ′K(π̄K)]

[π̄]pn(γ)

is a unit in Ã†,rK . Therefore, νr(γ(πK)−πK) = pn(γ)νE(π̄)−νE(DK) as desired. �

Proposition 2.14. If γ ∈ ΓK satisfying n(γ) ≥ n0(K) and if r > sup(rK ,
p−1
p pn(γ)),

then for any x ∈ A†,rK

νr(γ(x)− x) ≥ νr(x) + pn(γ)νE(π̄)− cK .

Proof. By Theorem1.23, there exists f(T ) =
∑
k∈Z akT

k ∈ A
1

reK

F (i.e. ak ∈ OF ,

νp(ak)+ k
reK
≥ 0 and limk→−∞ νp(ak)+ k

reK
= +∞) such that f(πK) = x and that

s(r) inf
k

(νp(ak) +
k

reK
) = νr(x).

Because n(γ) ≥ n0(K), γ acts as identity on F . Thus,

γ(x)−x = f(γ(πK))−f(πK) =
∑
k≥0

f (k)(πK)

k!
(γ(πK)−πK)k =

∑
k≥0

f (k)(πK)πkK
k!

(
γ(πK)

πK
−1)k.

Since
f(k)(πK)πkK

k! =
∑
n≥0

(
n
k

)
anπ

n
K , by Theorem1.23 again,

f(k)(πK)πkK
k! ∈ A†,rK with

νr(
f (k)(πK)πkK

k!
) ≥ νr(x).

Therefore νr(γ(x) − x) ≥ νr(x) + infk≥0 νr((
γ(πK)
πK

− 1)k). By above Lemma2.13

and Lemma1.16

νr(
γ(πK)

πK
− 1) = pn(γ)νE(π̄)− νE(DK)− νE(π̄K) ≥ pn(γ)νE(π̄)− cK ≥ 0.

Therefore, we deduce that νr(γ(x)− x) ≥ νr(x) + pn(γ)νE(π̄)− cK . �

In order to check that (CST 3) holds for B̃†,r, we need to show that (1 − γ) is

invertible on X†,rK,m for suitable r and γ ∈ ΓK . The following proposition plays an

important role in the proof.

Proposition 2.15. If 1 6= γ ∈ ΓK with n(γ) ≥ sup(2, n0(K) + 1) and if r >

sup(prK ,
p−1
p pn(γ)), then (1 − γ) is invertible on (B†,rK )ψ=0 and for every x ∈

(B†,rK )ψ=0,

νr((1− γ)−1x) ≥ νr(x)− pcK − pn(γ)νE(π̄).
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Proof. We need to check that for 1 ≤ i ≤ p− 1, (1− γ) is invertible on [ε]iϕ(B
†, rp
K ).

Put m = n(γ) and then there is a u ∈ Z×p such that χ(γ) = 1 + pmu. For any

x ∈ [ε]iϕ(A
†, rp
K [ 1

[π̄] ]), we may assume x = [ε]iϕ(y) for some y ∈ A
†, rp
K [ 1

[π̄] ]. In fact,

y = a i
p
(ϕ−1(x)) by Propostion2.8. Because r > prK , we have

ν r
p
(y) ≥ ν r

p
(ϕ−1(x))− cK = p−1νr(x)− cK .

Since 1−[ε]p
mu

[π̄]pm
is invertible in A†,rK , we can define a bijection

fγ : [ε]iϕ(A
†, rp
K [

1

[π̄]
])→ [ε]iϕ(A

†, rp
K [

1

[π̄]
])

by fγ([ε]iϕ(y)) = [ε]i ϕ(y)
1−[ε]pmiu

. Then

νr(fγ([ε]iϕ(y))) = νr([ε]
iϕ(y))− pmνE(π̄).

Now, noticing that γ([ε]i) = [ε]i[ε]p
miu, we have

[ε]iϕ(y)− f((1− γ)([ε]iϕ(y))) = −[ε]i
ϕ((1− γ)y)

[ε]−pmiu − 1
.

Because r
p > sup(rK ,

p−1
p pn(γ)), by above Proposition2.14,

νr(ϕ((1−γ)y)) = pν r
p
(y−γ(y)) ≥ p·(ν r

p
(y)+pmνE(π̄)−cK) ≥ νr([ε]iϕ(y))+pm+1νE(π̄)−2pcK .

Therefore, we deduce that for [ε]iϕ(A
†, rp
K [ 1

[π̄] ])

νr(x− fγ((1− γ)x)) ≥ νr(x) + (pm+1 − pm)νE(x)− 2pcK .

By our hypothesis on m = n(γ), (pm+1 − pm)νE(x) − 2pcK > 0 and a fortiori

νr(x− fγ((1− γ)x)) > νr(x).

For every z ∈ [ε]iϕ(A
†, rp
K [ 1

[π̄] ]), if we define gz : [ε]iϕ(A
†, rp
K [ 1

[π̄] ])→ [ε]iϕ(A
†, rp
K [ 1

[π̄] ])

by

gz(x) = x− fγ((1− γ)x− z),

then gz is contractible. Thus, there exists a unique fixed point z0 ∈ [ε]iϕ(A
†, rp
K [ 1

[π̄] ])

of gz. Since fγ is bijective, we deduce that (1− γ)(z0) = z.

Finally, since z0 = z0 − fγ((1− γ)z0 − z),

νr(z0) = νr(fγ(z)) = νr(z)− pmνE(π̄).

In general, if x ∈ (B†,rK )ψ=0, we may write x =
∑p−1
i=1 [ε]iϕ(xi) with xi =

a i
p
(ϕ−1(x)). Put zi = (1 − γ)−1([ε]iϕ(xi)) and put x0 =

∑p−1
i=1 zi. Then x0 =

(1− γ)−1x and

νr(x0) ≥ inf
i
νr(zi) = inf

i
νr([ε]

iϕ(xi))−pmνE(π̄) = p·inf
i
ν r
p
(a i

p
(ϕ−1(x)))−pmνE(π̄)
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≥ pν r
p
(ϕ−1(x))− pcK − pmνE(π̄) = νr(x)− pcK − pmνE(π̄),

as desired. �

Remark 2.2. Since (1− γ)(1 + γ + · · ·+ γp
m−1) = (1− γpm) for all m, there exists

an r(K) ≥ rK > 0 such that for every r > r(K), if χ(γ) ∈ 1 + 2pZp, then (1− γ) is

invertible on (B†,rK )ψ=0 and there is a c(K) > 0 such that for every x ∈ (B†,rK )ψ=0

νr((1− γ)−1x) ≥ νr(x)− pn(γ)c(K)).

Now, for m ≥ 1, we define R∗K,m = RK,m −RK,m−1. Then

R∗K,m(x) =
∑

i∈Im−Im−1

ai(x)[ε]i, for ∀x ∈ ÃK .

Lemma 2.16. If m ≥ 1 and if x ∈ ÃK , R∗K,m(x) ∈ ϕ−m(Aψ=0
K ).

Proof. For every i ∈ Im − Im1
, there exists a unique 1 ≤ r(i) ≤ p − 1 such that

pmi ≡ r(i) mod p. Put q(i) = pmi−r(i)
p . Thus

ϕm(R∗K,m(x)) =
∑

i∈Im−Im−1

ϕm(ai(x)[ε]i) =
∑

i∈Im−Im−1

ϕ(ϕm−1(ai(x))[ε]q(i))[ε]r(i).

Therefore ϕm(R∗K,m(x)) ∈ Aψ=0
K and we complete the proof. �

Proposition 2.17 (CST 3). If r > 0 and n ∈ N satisfying pnr > sup(pr(K), p−1
p pn(γ)),

for γ ∈ ΓK with n ≥ n(γ), (γ− 1) is invertible on X†,rK,n and there exists a c′K such

that

νr((γ − 1)−1x) ≥ νr(x)− pn(γ)−nc′K .

Proof. By Lemma2.10, (γ − 1) is injective on X†,rK,n. If x ∈ X†,rK,n, we see that

RK,n(x) = 0. Thus, x =
∑
m≥n+1R

∗
K,m(x). Because R∗K,m = RK,m −RK,m−1, by

Corollary2.9,

νr(R
∗
K,m(x)) ≥ νr(x)− p1−mcK .

BecauseR∗K,m(x) =
∑
i∈Im−Im−1

ai(x)[ε]i, we see that ϕm(R∗K,m(x)) ∈ (B†,p
mr

K )ψ=0.

By remark2.2, there exists a zm ∈ (B†,p
mr

K )ψ=0 satisfying

ϕm(R∗K,m(x)) = (γ − 1)zm and νpmr(zm) ≥ pmνr(R∗K,m(x))− pn(γ)c(K)).

Thus, νr(ϕ
−m(zm)) ≥ νr(R

∗
K,m(x))− p−mpn(γ)c(K)). Since R∗K,m(x)→ 0 in B̃†,rK ,

we deduce that z =
∑
m≥n+1 ϕ

−m(zm) converges in B̃†,rK . By construction, (γ −
1)z = x and

νr(z) ≥ inf
m≥n+1

νr(ϕ
−m(zm)) ≥ inf

m≥n+1
(νr(R

∗
K,m(x))−p−mpn(γ)c(K))
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≥ νr(x)− p−n sup
m≥n+1

(p1−m+ncK + p−m+npn(γ)c(K)).

Thus, if we choose c′K > 0 satisfying pn(γ)c′K ≥ supk≥1(p1−kcK + p−kpn(γ)c(K)),

then the proposition follows. �

Now, the following theorem is obvious.

Theorem 2.18. There exists an r′K > 0 such that for any r > rK , (B̃†,r, νr)

satisfies conditions of CST.

2.2. Theorem of Cherbonnier-Colmez. Now, we can prove Theorem0.1 at the

beginning of this note.

Lemma 2.19. If V is a p-adic representation of GalK of dimension d then there is

a finite extension L/K and an s(V ) > 0 such that if s ≥ s(V ), then (B̃†,s ⊗ V )HL

admits a free B†,sL -submodule D†,sL of rank d and stable under the action of GalK

and such that B̃†,s ⊗ V = B̃†,s ⊗B†,sL
D†,sL and B†L ⊗B†,sL

D†,sL ⊂ B̃† ⊗ V is stable by

ϕ.

Proof. We choose an r > 0 such that (B̃†,r, νr) satisfies CST conditions. By [Ber1,

Theorem 19.1], there exists a finite extension L/K and a finite free B†,rL,n-module

D†,rL,n ⊂ (B̃†,r ⊗ V )HL of rank d which is stable under the action of GalK such that

D†,rL,n ⊗B†,rL,n
B̃†,r = B̃†,r ⊗ V,

for some n � 0. Therefore, the B†,p
nr

L -module generated by ϕn(D†,rL,n), namely

D†,p
nr

L , is finite of rank d and is stable under the action of GalK . Moreover, we also

have D†,p
nr

L ⊗
B†,p

nr
L

B̃†,p
nr = B̃†,p

nr ⊗ V because ϕn(B̃†,r) = B̃†,p
nr.

We remain to study the action of ϕ. By [Ber1, Theorem 19.8], we deduce that

D†,p
n+1r

L,∞ = D†,p
nr

L ⊗
B†,p

nr
L

B†,p
n+1r

L,∞

and that under a basis contained in D†,p
nr

L , the matrix of ϕ belongs to Md(B
†,pn+1r
L,∞ )

and furthermore belongs to Md(B
†,pn+1r
L,m ) for some m� 0.

Now, let D†,p
n+m+1r

L be the B†,p
n+m+1r-module generated by ϕm(D†,p

nr
L ). Then it

satisfies all conditions we need. Put s(V ) = rpn+m+1. We complete the proof. �

Theorem 2.20. (1) Let V be a p-adic representation of GalK . Then V is overcon-

vergent and D†(V )⊗B†K
BK = D(V ) is the étale (φ,Γ)-module over BK associated

to V under the equivalence described in [Ber1, Therorem 18.8].
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(2) The functor V 7→ D†(V ) induce an equivalence from the category of p-adic

representations of GalK to the category of étale (ϕ,Γ)-modules over B†K . (By an

étale (ϕ,Γ)-module over B†K , we mean a finite free (ϕ,Γ)-module which is étale

after base-changing to BK .)

Proof. (1) By above Lemma2.19, for a given p-adic representation V of GalK of

dimension d, we can find a finite Galois extension L/K and an s ≥ s(V ) such that

D†L = D†,sL ⊗B†,sL
B†L is a (ϕ,Γ)-module over B†L together with an action of GalK .

Define DL = D†L ⊗B†L
BL. Then DL is a (ϕ,Γ)-module over BL satisfying

DL ⊗BL B̃ ' D†L ⊗B†L
B̃† ⊗B̃† B̃ ' V ⊗ B̃† ⊗B̃† B̃ ' V ⊗ B̃.

Thus, DL is étale and then there is a p-adic representation W of GalL such that

W ⊗ B̃ = DL ⊗BL B̃ = V ⊗ B̃.

By taking ϕ-invariant part, we deduce that W = V (as representations of GalL).

As a consequence, we get D†L ⊂ D†L(V ) = (B† ⊗ V )HL . Since both of sides are

vector spaces over B†L, it follows from

dim D†L(V ) ≤ dimV = d = dim D†L

that D†L = D†L(V ). For the same reason, D†L ⊗B†L
BL = DL(V ).

By Corollary1.18, B†L/B
†
K is a Galois extension with Galois group

Gal(B†L/B
†
K) = Gal(HK/HL).

Therefore, by Hilbert’s theorem 90, we see that D†(V ) = (D†L)HK is of dimension

d and that D†(V )⊗B†K
B†L = D†L. Hence,

D†(V )⊗B†K
B = D†L ⊗B†L

B = DL(V )⊗BL B = V ⊗B.

By taking HK-invariants, we get D†(V )⊗B†K
BK = D(V ) as desired.

(2) This follows from (1). �
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