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Abstract. We present a new and efficient optimization-based shrinking dimer (OSD) algorithm for finding transition states associated with a given energy landscape. The transition states are given by index-one saddle points of the energy surface. By constructing the rotation and translation steps in the classical dimer method under an optimization framework, we are able to take advantage of more powerful optimization methods to substantially speed up the computation of transition states. Specifically, the Barzilai–Borwein gradient method is proposed as an effective implementation of OSD. We show that the OSD method is the generalized formulation of the original shrinking dimer dynamics (SDD) and enjoys superlinear convergence. We test various numerical examples, including some standard lower dimensional test examples, a cluster of seven particles, seven-atom island on the (111) surface of an FCC crystal, and nucleation in phase transformations. The results demonstrate that the OSD method with the proposed Barzilai–Borwein stepsize is very effective and provides a more efficient implementation than the SDD algorithm and some other dimer-type methods. Our new algorithms offer potential to significantly advance the state-of-the-art in dimer-type methods for transition state search.
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1. Introduction. Finding transition states on a complex energy landscape that are given by index-one saddle points of the energy is a challenging problem that arises in various scientific fields like physics, chemistry, biology, and materials science. It has attracted much attention in many interesting applications such as chemical kinetics [1, 29], protein folding [3, 17, 32], nucleation during phase transformations [7, 36, 37], and so on. Extensive studies have focused on developing or refining methods for more efficient and more reliable saddle points search. Typically, most methods can be divided into two classes: chain-of-state methods and surface walking methods. The former is suitable when both the initial and final points on the energy surface are available, and it employs a discrete string connecting the initial and final points to find the minimum energy path and the saddle points. The most notable examples are the nudged elastic band method [21] and the string method [12]. The latter class utilizes, single point with the local information such as the gradient or Hessian to search saddle points. The representative methods include the gentlest ascent method [8, 13, 15], the eigenvector-following method [6], the activation-relaxation technique
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[4, 26, 23], the step and slide method [25], the dimer method [20, 21, 27], the shrinking dimer dynamics (SDD) [34], and so on.

Zhang and Du proposed the SDD in [34] to compute index-one saddle points, which may be viewed as the continuous limit of the original dimer method popularized by [20]. By introducing a dynamic reduction of the dimer length, the SDD gradually reduces the length to zero when the search is close to the saddle point so that the converged steady state solution of the new dynamic system is consistent with the saddle point. Furthermore, the constrained SDD was developed in [35] to search for constrained index-one saddle points on the energy surface subject to general equality constraints, and then the generalized SDD was proposed in [38] as a new formulation of an SDD analogue of the Cahn–Hilliard dynamics associated with the free energy. The time discretization of the original SDD in [34] can be viewed as a modified gradient search. The first-order Euler types schemes are implemented, and linear convergence and optimal stepsize are achieved in [34] when constant time steps are taken. It is obvious that adaptive time steps may improve the search efficiency, and the key is to establish a sensible adaptivity criteria. It is interesting to explore if a more sophisticated optimization-based strategy can be of any help.

Barzilai and Borwein [2] proposed a two-point stepsize gradient (BB) method for unconstrained optimization problems. For positive definite quadratic objective function in two dimensions, Barzilai and Borwein established the R-superlinear convergence of the BB method. For the general n-dimensional strictly convex quadratic functions, Raydan [30] proved that the BB method is globally convergent. In [9], Dai and Liao proved that the BB methods with two stepsize formulas are R-linearly convergent in any dimension for strictly convex quadratic functions and strongly convex quadratic functions, respectively. Due to its simplicity and numerical efficiency, the BB method has been widely used for large-scale unconstrained minimization problems. However, so far no attempts have been made to apply the BB method in the saddle point problems.

Inspired by the SDD, we propose a novel optimization-based shrinking dimer (OSD) method by utilizing the stepsize selection given by the BB gradient method. That is, we first formulate the dimer rotation and translation steps in the original dimer method to respective optimization problems and then utilize the BB gradient method to pick the stepsize in the OSD. The resulting algorithm substantially improves the local convergence of the saddle point search process over the original implementation of SDD with a constant stepsize and yields a method that converges to index-one saddle points (transition states on the energy landscape). The superlinear convergence is analyzed for a representative functional and is confirmed in numerous numerical tests, including some standard lower dimensional benchmark examples such as a problem for a cluster of seven particles with Lennard–Jones interactions, and the nonclassical nucleation in phase transformations. Comparisons with some existing dimer-type methods such as the classical dimer methods [21] and the recent improved dimer method [16] are also made, demonstrating the significant improvement of the OSD algorithm in computational efficiency. This work leads to new advances in the state of the art in using dimer-type approaches for transition state search and also opens up new possibilities of adopting other popular optimization-based strategies for further improvement.

The paper is organized as follows. In section 2, we present a full description of the OSD method and use the BB steps formula for the implementation of the OSD. Stability analysis and a comparison of OSD and SDD are also addressed in this
section. Various numerical examples are presented to illustrate the proposed method in section 3. Further discussion and final conclusion are given in section 4.

2. Optimization-based shrinking dimer method.

2.1. Formulation of the OSD. Given an energy functional $E$ on a Hilbert space $H$ which is compactly embedded in a Hilbert space $L$, we let $\nabla E(x)$ denote the gradient of $E$ at $x \in H$ defined in the Fréchet sense with respect to an inner product in $L$.

The dimer is a pair of points $x_1$ and $x_2$ in $H$ with the dimer length $l = \|x_1 - x_2\|$. The dimer orientation is given by a unit vector $v$ so that $x_1 - x_2 = lv$. The (rotating) center of the dimer is defined by

$$x_\alpha = (1 - \alpha)x_1 + \alpha x_2,$$

where the parameter $\alpha \in [0, 1]$ gives us the freedom to choose a point other than the geometric center (the midpoint of the dimer corresponding to $\alpha = 1/2$). It follows from (2.1) that $x_1 = x_\alpha + \alpha lv$ and $x_2 = x_\alpha + (\alpha - 1)lv$. For notation convenience, let

$$F_i = -\nabla E(x_i), \quad i = 1, 2,$$

be natural forces at the two endpoints of the dimer, and let

$$F = (1 - \alpha)F_1 + \alpha F_2$$

be the approximated natural force at the dimer rotation center.

In the original dimer method [20], each time the dimer follows a rotation step, i.e., the dimer is rotated toward the minimum energy configuration that is equivalent to finding its lowest curvature mode, and a translation step, i.e., it allows the dimer to climb up to the energy ascent direction characterized by the orientation vector $v$. Motivated by the gentlest ascent dynamics [13] and the SDD [34], we formulate the dimer rotation and translation steps to the corresponding optimization problems so that we can take advantage of the optimization methods to compute the saddle points more efficiently.

For the dimer rotation, we need to compute the direction corresponding to the smallest eigenvalue of the Hessian and make this direction an ascent direction for the saddle point search. Therefore, finding the direction $v$ can be translated to solve the following constrained optimization problem:

$$\min_v v^T Hv \quad \text{subject to} \quad v^T v = 1.$$  

(2.2)

Then the Lagrangian function for (2.2) is defined as

$$\mathcal{L}(v, \lambda) := v^T Hv + \lambda(1 - v^T v),$$  

(2.3)

where $\lambda$ is Lagrange multiplier, which corresponds to the eigenvalue of Hessian matrix $H$, i.e., $\lambda = v^T Hv$. To avoid direct computation of the Hessian, $\frac{F_2 - F_1}{l}$ is used in the dimer system to approximate action of the Hessian at the dimer center along the direction $v$.

One direct way for solving (2.3) is to use the gradient method:

$$v_{k+1} = v_k - \gamma_k \left[ \frac{(F_2^k - F_1^k)}{l} - v_k v_k^T \frac{(F_2^k - F_1^k)}{l} \right],$$  

(2.4)
where $\gamma_k$ is a stepsize, and $\lambda_k$ is replaced by $v_k^T (F_k^2 - F_k^1)$. The notation $v v^T$ is interpreted as $v v^T y = v^T y v$ for any $v \in H$ and $y \in H^*$, where $H^*$ is the dual space of $H$ with respect to the inner product in $L$. In the classical steepest descent method, the stepsize $\gamma_k$ is obtained by performing an exact linesearch.

For the dimer translation, we decompose every $x \in H$ by

$$ x = (x_V, x_{V^\perp}), $$

where $x_V$ is the projection of $x$ on subspace $V = \text{span}\{v\}$, and $x_{V^\perp}$ is the projection of $x$ on $V^\perp = H/V$. Since the saddle point is a maximum along the lowest curvature mode and a minimum along all other modes, it can be achieved by solving the following minmax optimization:

$$ \min_{x_{V^\perp} \in V^\perp} \max_{x_V \in V} E(x_V, x_{V^\perp}). \tag{2.5} $$

We can solve (2.5) by using two searching directions:

$$ x_{k+1} = x_k + \beta^v_k u_k + \beta^w_k w_k, \tag{2.6} $$

where $u_k = -v_k v_k^T F_k$ is an ascent direction and $w_k = F_k - v_k v_k^T F_k$ is a descent direction with stepsize $\beta^v_k > 0, \beta^w_k > 0$. One possible choice to obtain the stepsizes ($\beta^v_k, \beta^w_k$) is to apply the alternating direction search method along the two directions $u_k$ and $w_k$. While classical alternating direction methods have many successful applications [22, 31, 33], it takes more computational effort to perform an exact alternating direction method. Alternatively, we may take a modified force $F^m_k = u_k + w_k = (I - 2v_k v_k^T) F_k$, which is equivalent to choosing $\beta_k^v = \beta_k^w = \beta_k$. The modified force allows the dimer to climb up to the ascent direction characterized by the orientation vector. Then, the gradient method for solving (2.5) gives

$$ x_{k+1} = x_k + \beta_k (I - 2v_k v_k^T) F_k. \tag{2.7} $$

In the same spirit as the SDD, following the dimer rotation and translation steps, we shrink the dimer length $l(t)$ and force it to approach zero in order to guarantee the convergence [34]. Generally, dynamics of the dimer length may follow a simple gradient flow system with $l = 0$ being the unique stable solution. There are many possible choices leading to different decay rates in the dimer length. In this paper, we choose an explicit sequence of dimer lengths for simplicity to satisfy

$$ l_k \to 0 \quad \text{as} \quad k \to \infty. \tag{2.8} $$

Combining the optimization problems (2.2) and (2.5) with the shrinking dimer length (2.8), we get a complete OSD formulation.

### 2.2. BB gradient method.

One direct way to solve the OSD is to apply the steepest descent method. Despite its simplicity and the optimal property, the steepest descent method often performs poorly. It converges slowly and is badly affected by ill conditioning. Different methods have been applied to accelerate the simulation of the dimer dynamics, especially the dimer rotation. The most popular ones include conjugate gradient methods [20] and L-BFGS [5]. Here we propose the BB gradient method to solve the OSD.

The BB method chooses $H_k = \alpha_k I$ as an approximation of the inverse of the Hessian at $x_k$ and imposes some quasi-Newton property on $H_k$. Denote $\Delta x_k =$
Here, for \( k \) with the BB stepsize \( \alpha_k = \frac{\Delta x_k^T \Delta g_k}{\Delta g_k^T \Delta g_k} \).

Barzilai and Borwein [2] also considered the following symmetric optimization problem min \( \|H_k^{-1} \Delta x_k - \Delta g_k\| \) and obtained another choice of BB stepsize:

\[
\alpha_k = \frac{\Delta x_k^T \Delta x_k}{\Delta g_k^T \Delta g_k}.
\]

For the dimer rotation, we implement the BB method to solve (2.2) and it yields

\[
v_{k+1} = v_k - \gamma_k (I - v_k v_k^T) \frac{F_k^2 - F_{k-1}^1}{l_k},
\]

with the BB stepsize

\[
\gamma_k = \frac{\Delta v_k^T \Delta d_k}{\Delta d_k^T \Delta d_k},
\]

with \( \Delta v_k = v_k - v_{k-1} \) and \( \Delta d_k = (I - v_k v_k^T) \frac{F_k^2 - F_{k-1}^1}{l_k} - (I - v_{k-1} v_{k-1}^T) \frac{F_{k-1}^2 - F_{k-1}^1}{l_{k-1}} \).

In a similar manner, for the dimer translation, we solve (2.5) by

\[
x_{k+1} = x_k + \beta_k (I - 2v_k v_k^T) F_k
\]

with the BB stepsize

\[
\beta_k = \frac{\Delta x_k^T \Delta g_k}{\Delta g_k^T \Delta g_k}
\]

\[
= \frac{(x_k - x_{k-1})^T [- (I - 2v_k v_k^T) F_k + (I - 2v_{k-1} v_{k-1}^T) F_{k-1}] - (I - 2v_{k-1} v_{k-1}^T) F_{k-1} \| F_{k-1} \|^2}{\| - (I - 2v_k v_k^T) F_k + (I - 2v_{k-1} v_{k-1}^T) F_{k-1} \|^2}.
\]

Combining the BB methods for both (2.11) and (2.13) with the shrinking dimer (2.8), we summarize the OSD algorithm stated in Algorithm (2.15) as follows.

Algorithm 1 (the OSD algorithm based on the BB method). Given the initial conditions \( x_0, v_0, l_0, \Delta t \), and in the \( k \)th iteration, we apply the following equations to update \( x_{k+1}, v_{k+1}, l_{k+1} \):

\[
\begin{cases}
x_{k+1} = x_k + \beta_k (I - 2v_k v_k^T) F_k, \\
v_{k+1} = v_k - \gamma_k (I - v_k v_k^T) \frac{F_k^2 - F_{k-1}^1}{l_k}, \\
l_{k+1} = l_k/(1 + \Delta t).
\end{cases}
\]

Here, for \( k = 0 \), we choose \( \beta_0 = \gamma_0 = \Delta t \); for \( k > 0 \), \( \beta_k \) and \( \gamma_k \) are computed by (2.14) and (2.12), respectively.

The iteration stops when \( \|F_{k+1}\| < Tol \).

We notice that the numerical scheme for the second equation in (2.15) does not preserve the unit length of \( v_k \) exactly. In practice, we use a simple normalization to ensure \( \|v_k\| = 1 \) holds in the discrete scheme [34]. Furthermore, the Hessian of the energy functionals at the saddle point include negative eigenvalues, and the numerator of \( \beta_k \) in (2.14) \( \Delta x_k^T \Delta g_k = \Delta x_k^T H_k \Delta x_k \) could be negative. Thus, the absolute values are taken in (2.14) and (2.12) as a precaution to avoid the negative stepsize. In practice, we observe that the signs of \( \beta_k \) and \( \gamma_k \) are always positive once we are close to a saddle point. More choices of the BB stepsize are available in [10].
2.3. Local stability and superlinear convergence. The existing convergence analyses of the BB method are hard to find because of the general nonmonotone behavior for generic objective functions. It is thus also challenging to give a full convergence theory of the BB method for the saddle point problem. Here, we make some insightful illustrations by using a simple energy defined by

\[ E(x) = -\frac{x_1^2}{2} + \sum_{i=2}^{d} \frac{x_i^2}{2} \]

for \( x = (x_1, z_x, \ldots, x_d) \). The Hessian matrix at the iteration point \( x_k \) is

\[
H = \begin{pmatrix}
-1 & 0 & 0 & \ldots & 0 \\
0 & 1 & 0 & \ldots & 0 \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
0 & 0 & 0 & \ldots & 1 \\
\end{pmatrix}_{d \times d},
\]

and the gradient at the iteration point \( x_k \) is \( F_k = Hx_k \). As shown in [34], the saddle point is at the origin, i.e., \( x^* = (0, \ldots, 0) \), \( v^* = (1, 0, \ldots, 0) \) or \((-1, 0, \ldots, 0)\) with the negative eigenvalue \( \lambda^* = -1 \) and the equilibrium dimer length \( l^* = 0 \).

Let \( Q_v_k = (I - 2v_kv_k^T) \) and \( P_v_k = (I - v_kv_k^T) \); from (2.14), we have

\[
\beta_k = \frac{(x_k - x_{k-1})^T(Q_v_k Hx_k - Q_{v_{k-1}} Hx_{k-1})}{(Q_v_k Hx_k - Q_{v_{k-1}} Hx_{k-1})^T(Q_v_k Hx_k - Q_{v_{k-1}} Hx_{k-1})},
\]

Assuming the convergence of \( (x_k, v_k, l_k) \), it is straightforward to get

\[
\lim_{k \to \infty} Q_v_k H = \lim_{k \to \infty} (I - 2v_kv_k^T) H = H^2 = I,
\]

and it leads to

\[
\beta^* = \lim_{k \to \infty} \beta_k = 1.
\]

Notice that \( \lim_{t \to 0} \frac{F_k^2 - F_{k-1}^2}{F_{k-1}} = Hv_k \), and in (2.12),

\[
\triangle d_k = P_v_k Hv_k - P_{v_{k-1}} Hv_{k-1} = 2(M_kv_k - M_{k-1}v_{k-1}),
\]

with \( M_k \) being a diagonal matrix with entries \( (v_{k,1}^2 - 1, v_{k,1}^2, \ldots, v_{k,1}^2) \). In a similar manner, we can get

\[
\gamma^* = \lim_{k \to \infty} \gamma_k = \frac{1}{2}.
\]

Next, we show the analysis of local stability and superlinear convergence of the OSD in (2.15) for the above energy function (2.16).

**Theorem 2.1.** The numerical scheme of the OSD given in (2.15) is asymptotically stable and locally superlinear convergence at the steady state of the energy function in (2.16).

**Proof.** The numerical scheme given by (2.15) is asymptotically stable at the steady state \((x^*, v^*, l^* = 0)\) if and only if all eigenvalues of the Jacobian matrix \( J \) at
(x*, v*, 0) stays inside the unit disc. Since β and γ are not constant, we extend the OSD in (2.15) to a new system (x_k, v_k, x_{k-1}, v_{k-1}, β_k, γ_k) as follows:

\[
\begin{align*}
    x_{k}^{\text{new}} &= x_k + \beta_k Q v_k F_k, \\
    v_{k}^{\text{new}} &= v_k - \gamma_k P v_k \frac{F_k^2 - F_k^1}{l_k}, \\
    x_{k-1}^{\text{new}} &= x_{k-1}, \\
    v_{k-1}^{\text{new}} &= v_{k-1}, \\
    \beta_k^{\text{new}} &= \frac{(x_k - x_{k-1})^T (Q v_k H x_k - Q v_{k-1} H x_{k-1})}{(Q v_k H x_k - Q v_{k-1} H x_{k-1})^T (Q v_k H x_k - Q v_{k-1} H x_{k-1})} , \\
    \gamma_k^{\text{new}} &= \frac{(v_k - v_{k-1})^T (P v_k H v_k - P v_{k-1} H v_{k-1})}{(P v_k H v_k - P v_{k-1} H v_{k-1})^T (P v_k H v_k - P v_{k-1} H v_{k-1})} .
\end{align*}
\]

We note that since the dimer length superlinearly converges to zero and is independent of the other variables, it is not included in the above map. The Jacobian matrix J associated with (2.17) has the following form:

\[
J = \begin{pmatrix}
    I + \beta_k Q v_k \nabla_x F_k & \beta_k \nabla_v (Q v_k F_k) & 0 & 0 & Q v_k F_k & 0 \\
    -\gamma_k P v_k \nabla_x H v_k & I - \gamma_k \nabla_v (P v_k H v_k) & 0 & 0 & 0 & P v_k H v_k \\
    0 & I & 0 & 0 & 0 & 0 \\
    0 & J_{51} & J_{52} & J_{53} & J_{54} & 0 \\
    0 & 0 & J_{62} & 0 & J_{64} & 0 \\
\end{pmatrix}.
\]

At the steady state (x*, v*, l*, β*, γ*), F_k = 0, P v_k H v_k = 0, and \( \nabla_x F_k = -H \). Following the similar discussion in [34], it is easy to check

\[
\begin{align*}
    J_{11}^* &= I + \beta^* 2 \lambda^* v^* (v^*)^T - H = 0, \\
    J_{12}^* &= \beta^* \nabla_v Q v_k F_k + \beta^* Q v_k \nabla_v F_k = 0, \\
    J_{22}^* &= I + \gamma^* (2 \lambda^* v^* (v^*)^T - H + \lambda^* I) = 0.
\end{align*}
\]

Therefore, at the steady state (saddle point), the Jacobian can be simplified as

\[
J^* = \begin{pmatrix}
    0 & 0 & 0 & 0 & 0 & 0 \\
    * & 0 & 0 & 0 & 0 & 0 \\
    I & 0 & 0 & 0 & 0 & 0 \\
    0 & I & 0 & 0 & 0 & 0 \\
    * & * & * & 0 & 0 & 0 \\
    0 & * & 0 & 0 & * & 0 \\
\end{pmatrix}.
\]

Since all diagonal entries of \( J^* \) are zeroes, the local stability and superlinear convergence at the steady state are obtained.

2.4. **Comparison with the other dimer-like approaches.** The proposed OSD is a hybrid of discrete SDD with the BB approach. The original SDD can be viewed as a dynamic system, similar in spirit to the gradient flow of the energy, and it utilizes the translation and rotation steps together with a shrinking dimer so that the convergent solution of the SDD leads to a saddle point. The SDD system has the
following form:

\[
\begin{align*}
\mu_1 \dot{x} &= (I - 2vv^T)F, \\
\mu_2 \dot{v} &= (I - vv^T)\left(\frac{F_1 - F_2}{l}\right), \\
\mu_3 \dot{l} &= -\nabla V(l),
\end{align*}
\]

(2.19)

where \(\mu_1, \mu_2, \mu_3\) are nonnegative relaxation constants. The first equation in (2.19) represents the translation step of the dimer that can be viewed as a transformed gradient flow. The second equation in (2.19) is the rotation step which allows the dimer to align along the direction with the gentlest ascent. The third equation in (2.19) is the shrinking step of the dimer that uses a monotonically increasing function \(V(l)\) to control the dimer length so that \(l \equiv 0\) is the unique steady state.

The OSD formulation takes the advantage of the original SDD and translates it to an optimization framework, which gives much freedom to choose suitable optimization methods to speed up the computation of the saddle point. Furthermore, the OSD may be viewed as the generalized SDD. The dynamics of dimer translation in the OSD can be obtained by applying the gradient method with an ascent direction in \(V\) and a descent direction in \(V^\perp\), i.e.,

\[
\frac{dx}{dt} = -\beta V vv^T F + \beta V^\perp (F - vv^T F).
\]

(2.20)

The translation step of the original SDD in (2.19) is just the case that \(\beta V = \beta V^\perp\) in (2.20). Moreover, if we take the gradient method in (2.3) to find the orientation vector \(v\), the dynamic equation for \(v\) in the OSD is the same as the rotation step in the original SDD (2.19).

For the time discretization of the SDD, the explicit Euler or modified Euler schemes were implemented, and linear convergence and optimal stepsize can be achieved [34]. Instead of using a fixed time stepsize in the original SDD, the OSD utilizes an automatically updated BB stepsize. Since there are no matrix computations in the BB stepsize formulas and only preexisting information at the current iteration point and previous one point is used, the BB method can greatly speed up the convergence of the gradient method. In comparison with other optimization-based dimer-like iterations, conjugate gradient–based approaches are also known for linear convergence though they may significantly reduce the possible number of iterations, but the BB approach is able to achieve superlinear convergence. In comparison with other quasi-Newton-based implementation, it is among the simplest strategies that avoid matrix computation.

3. Numerical examples. In this section, we show some numerical examples to demonstrate the efficiency and reliability of the OSD algorithm. Following similar examples in [34] and other existing works in the literature, we focus on the results obtained from both the original SDD with the modified Euler scheme and the OSD algorithm with the BB stepsize. To compare the performance of the SDD and OSD, the same initial guess is used in each example, and the error is defined by the L2 norm of the gradient at the saddle point because the exact saddle point \(x\) and unstable direction \(v\) are not available in most cases.

3.1. Two-dimensional examples. As the first illustration, we consider a simple two-dimensional energy function

\[
E(x, y) = (x^2 - 1)^2 + y^2,
\]

(3.1)
so that \((0,0)\) is the index-one saddle point and \((\pm 1,0)\) is the corresponding unstable direction. We implement both the original SDD and the OSD for comparison. As shown in [34], we choose the optimal time stepsize for the most significant error reduction, i.e., \(\Delta t = 0.25\), in the modified Euler method of the SDD. Numerical simulations in Figure 1 show that the OSD leads to superlinear convergence, while the SDD is only linearly convergent. It turns out the OSD significantly improves the performance of SDD and OSD only needs 15 iteration steps compared to 67 iteration steps for SDD.

\[
E(x,y) = (x^2 - 1)^2 + y^2.
\]

In Figure 2, we show that both SDD and OSD are able to locate the saddle point successfully. Again, we take the optimal time stepsize \(\Delta t = 0.25\) for SDD and it needs 108 iteration steps in order to reach the error tolerance \(Tol = 10^{-12}\). OSD shows superlinear convergence and takes only 21 iteration steps for the convergence.
We also choose the stingray function \[18\] given by
\[
E(x, y) = x^2 + c(x-1)y^2,
\]
where \(c = 100\) is taken. The surface has a flat ridge which makes it difficult to search the saddle point. In Figure 3, we choose the initial position at \(x_0 = (0.5, 0.8)\) and four different initial orientation vectors \(v_0 = (-1, 2), (-1, 0.03), (-1, -1),\) and \((-1, -5)\). Numerical results show that SDD generally drives the dimer to climb up to the ridge and change direction to move along the ridge, then it slowly converges to the saddle point, which requires over 1500 iteration steps by using the largest time step we could choose. By contrast, OSD doesn’t need to follow the ridge direction but converges to the saddle point very quickly. As a result, the minimum iteration step of the OSD is 27 and the maximum is 38 in these four cases, which indicates the OSD is very efficient and robust to different initial conditions.

Another example to be tested is the Eckhardt surface \[14\] given by
\[
E(x, y) = \exp(-x^2-(y+1)^2)+\exp(-x^2-(y-1)^2)+4\exp(-3(x^2+y^2)/2)+y^2/2,
\]
In Figure 4, we choose the starting point \(x_0 = (1.5, 1.2)\) and four different initial orientation vectors \(v_0 = (-1, 0.1), (-1, 2), (-1, 5),\) and \((-1, 7)\), respectively. Numerical results show that the SDD is more dependent on the initial orientation than the OSD. Bad initial orientation may drive the SDD to another saddle point which is far away from the closest one. Thus, the OSD with the BB method can not only accelerate the convergence but also keep the dimer from jumping over too far.

There are two BB stepsize formulas (2.9) and (2.10) proposed in \[2\]. In the above numerical simulations we adopted one of them, i.e., (2.14) and (2.12). We also test the second formula, i.e.,
\[
\beta_k = \frac{\Delta x_k^T \Delta x_k}{\Delta x_k^T \Delta g_k}, \quad \gamma_k = \frac{\Delta v_k^T \Delta v_k}{\Delta v_k^T \Delta d_k},
\]
and compare the two sets of formulas in the number of iterations.

From Table 1 we can see that the overall performance of the OSD algorithm with stepsizes (2.14) and (2.12) (i.e., OSD-1) is slightly better than the OSD algorithm with stepsizes (3.5) (i.e., OSD-2). They have an equal number of iterations, for example, one, but OSD-1 needs fewer iterations than OSD-2 for the other three examples.
Fig. 4. Comparison of SDD and OSD for the Eckhardt energy. Left: dimer snapshots on the energy surface. SDD: white circle lines; OSD: red diamond lines; initial position: green dot; saddle point: yellow dot. Right: error reduction versus iteration steps.

Table 1

Number of iterations of OSD-1 and OSD-2 applied to the above four examples. OSD-1 represents the OSD algorithm with the BB stepsizes (2.14) and (2.12). OSD-2 represents the OSD algorithm with the BB stepsizes (3.5). The four energy functions and the parameter settings are as follows: Case 1. The two-dimensional energy (3.1): Tol = 10^{-20}, \Delta t = 0.25, x_0 = [0.6, 1]^T, v_0 = [1, 0.2]^T, l_0 = 0.0001. Case 2. The Minaeva–Quapp surface (3.2): Tol = 10^{-12}, \Delta t = 0.25, x_0 = [0.6, 1.2]^T, v_0 = [1, -0.9]^T, l_0 = 0.0001. Case 3. The stingray function (3.3): Tol = 10^{-6}, \Delta t = 0.004, x_0 = [0.5, 0.8]^T, v_0 = [-1, 2]^T, l_0 = 0.001. Case 4. The Eckhardt surface (3.4): Tol = 10^{-9}, \Delta t = 0.1, x_0 = [1.5, 1.2]^T, v_0 = [-1, 0.1]^T, l_0 = 0.0001.

<table>
<thead>
<tr>
<th>Example 1</th>
<th>Example 2</th>
<th>Example 3</th>
<th>Example 4</th>
</tr>
</thead>
<tbody>
<tr>
<td>OSD-1</td>
<td>15</td>
<td>21</td>
<td>26</td>
</tr>
<tr>
<td>OSD-2</td>
<td>15</td>
<td>24</td>
<td>44</td>
</tr>
</tbody>
</table>

3.2. Cluster of seven particles. Another test is the cluster of seven particles in two dimensions [11]. The particles interact via the Lennard–Jones potential

\[
V = \sum_{i \neq j} 4e \left( \frac{\sigma}{r_{ij}} \right)^{12} - \left( \frac{\sigma}{r_{ij}} \right)^{6},
\]

where \( r_{ij} \) is the distance between particle \( i \) and particle \( j \). Distances are measured in units of \( \sigma \) and energies in units of \( \epsilon \). In fact, this is a 14-dimensional problem with respect to the locations of seven particles in two dimensions. As pointed in [11], during the migration of a particle from the center of the cluster to its surface, we list five possible saddle points with their energies (in units of \( \epsilon \)) as follows: A (-11.040), B (-11.037), C (-10.841), D (-10.807), and E (-10.799) (see Figure 5). Since the analytical solutions of the saddle points are not available, we numerically calculate the optimal stepsizes in the original SDD for five saddle points in order to compare with the OSD algorithm. The chosen stepsizes in our simulations fall within the interval [0.002, 0.007] with the given initial position and direction of the system.

Figure 5 shows the computed particle configurations at the five saddle points and corresponding errors of SDD/OSD algorithms. It shows that although the OSD algorithm cannot guarantee the monotonic decrease of the error reduction, the overall performance of the OSD algorithm is about three to five times faster than the SDD algorithm with the optimal stepsizes. In practice, without a priori information of...
optimal stepsize in the SDD algorithm, the OSD algorithm is much more efficient than the SDD algorithm for finding possible saddle points of cluster of multiple particles.

\[ V = \sum_{i<j} 4\epsilon \left[ \left( \frac{\sigma}{r_{ij}} \right)^{12} - \left( \frac{\sigma}{r_{ij}} \right)^6 \right]. \]

(A)–(E) Five particle configurations at the saddle points with energies (in units of \( \epsilon \)) \(-11.040, -11.037, -10.841, -10.807, -10.799 \), respectively. (F) Log(error) versus iteration numbers of the SDD algorithm (dashed curves) and OSD algorithm (solid curves). The black, cyan, blue, green, and red curves represent errors corresponding to the saddle points A, B, C, D, and E, respectively. Errors are only shown for one in four iterations to maintain visual clarity.

### 3.3. Seven-atom island on the (111) surface of an FCC crystal

We next implement a high-dimensional example by using the seven-atom island on the (111) surface of an FCC crystal in three dimensions, and this system serves as a popular benchmark problem as it has been extensively studied in [15, 19, 23, 27]. The cluster consists of seven atoms with the substrate made by a six-layer slab, each of which contains 56 atoms. The bottom three layers in the slab are fixed. Periodic boundary conditions are used in the \( x \) and \( y \) directions, respectively. A total of \( 56 \times 3 + 7 = 175 \) atoms are free to move during the saddle point searches. The atoms interact via a pairwise additive Morse potential

\[ V(r) = D(e^{-2\alpha(r-r_0)} - 2e^{-\alpha(r-r_0)}). \]

Some parameters needed to reproduce diffusion barriers on Pt surfaces are \( D = 0.7102 \), \( \alpha = 1.6047 \), and \( r_0 = 2.8970 \). The potential was cut and shifted at \( r_c = 9.5 \), and the minimum energy lattice constant for the FCC solid is 2.74412.

We first start the minimum energy structure of this system and test the OSD method to find possible saddle points around the minimum. The initial condition of the atom position is determined by either randomly perturbing the minimum configuration or randomly moving one atom around the cluster, and the initial direction is...
randomly chosen for the seven-atom cluster and 0 for the substrate. Following similar processes in [19], we are able to locate different types of saddle points around the minimum and list 13 saddle configurations with energy less than or equal to 1.513 eV in Figure 6, including two uniform translations of the intact island with the lowest energy (saddles 1 and 2), three saddle points corresponding to a pair of atoms sliding to adjacent FCC sites (saddles 3–5), four translations corresponding to that the pair of atoms slides to the adjacent HCP sites and the remaining five atoms slide in the opposite direction to HCP sites (saddles 6–9), two saddle points corresponding to that a row of three edge atoms slides into adjacent FCC sites (saddles 10–11), one saddle point for a pair of edge atoms moving in such a way that one of the atoms is displaced away from the island while the other atom takes its place (saddle 12), and one saddle point for the displacement of a single atom (saddle 13).

![Saddle configurations](image)

**Fig. 6.** Thirteen saddle point configurations for the seven-atom island on the (111) surface of an FCC crystal.

To demonstrate the efficiency of the proposed algorithm, we compare a series of the dimer methods, from the classical dimer method in [20] to the very recent development of an efficient dimer method proposed by Gould, Ortner, and Packwood in [16], as well as the SDD method and the OSD method. In [16], the dimer method is implemented by introducing a preconditioner technique in the dimer iteration and a linesearch technique for finding the stepsize to achieve better efficiency and convergence. For comparison, we take two versions proposed in [16]: (1) a dimer method with a preconditioner (denoted by Dimer P in Table 2) and (2) a linesearch dimer method with both preconditioner and static rotation (denoted by Dimer P&L in Table 2). The same initial conditions are used for different numerical algorithms. The results in Table 2 show that the classical dimer method and the SDD method have a similar performance. The dimer method coupled with a preconditioner requires less force calculation in most cases and in particular is very efficient for saddles 1 and 2. Yet it may also underperform the classical dimer method in some cases (saddles 4 and 11). For this particular example, the linesearch dimer method with both preconditioner and static rotation does not show any superior efficiency, resulting in more force evaluations except for Saddles 1 and 2. Nevertheless, one may clearly see that the OSD method proposed in this work can significantly reduce the number of force evaluations.
calculations and improve the efficiency in all cases. It yields an average speedup of five times in comparison to the SDD method.

Table 2
Comparison of dimer method, SDD method, dimer method with preconditioner (Dimer P), dimer method with preconditioner and line search (Dimer P & L), and OSD method. For comparison, the numbers of force calculations for reaching a saddle point are collected with a 0.001 tolerance in the force evaluation, and the same initial conditions are used for different numerical algorithms.

<table>
<thead>
<tr>
<th>Saddle</th>
<th>Dimer</th>
<th>SDD</th>
<th>Dimer P</th>
<th>Dimer P &amp; L</th>
<th>OSD</th>
</tr>
</thead>
<tbody>
<tr>
<td>#1</td>
<td>786</td>
<td>928</td>
<td>234</td>
<td>608</td>
<td>172</td>
</tr>
<tr>
<td>#2</td>
<td>1018</td>
<td>1040</td>
<td>366</td>
<td>552</td>
<td>284</td>
</tr>
<tr>
<td>#3</td>
<td>1400</td>
<td>976</td>
<td>964</td>
<td>2432</td>
<td>232</td>
</tr>
<tr>
<td>#4</td>
<td>1170</td>
<td>1216</td>
<td>1338</td>
<td>2594</td>
<td>270</td>
</tr>
<tr>
<td>#5</td>
<td>804</td>
<td>748</td>
<td>632</td>
<td>1846</td>
<td>126</td>
</tr>
<tr>
<td>#6</td>
<td>924</td>
<td>868</td>
<td>836</td>
<td>1902</td>
<td>136</td>
</tr>
<tr>
<td>#7</td>
<td>906</td>
<td>860</td>
<td>822</td>
<td>1338</td>
<td>164</td>
</tr>
<tr>
<td>#8</td>
<td>900</td>
<td>852</td>
<td>856</td>
<td>2888</td>
<td>182</td>
</tr>
<tr>
<td>#9</td>
<td>960</td>
<td>864</td>
<td>836</td>
<td>2440</td>
<td>176</td>
</tr>
<tr>
<td>#10</td>
<td>1030</td>
<td>948</td>
<td>902</td>
<td>2480</td>
<td>186</td>
</tr>
<tr>
<td>#11</td>
<td>1166</td>
<td>1076</td>
<td>1190</td>
<td>4226</td>
<td>184</td>
</tr>
<tr>
<td>#12</td>
<td>856</td>
<td>800</td>
<td>718</td>
<td>2170</td>
<td>178</td>
</tr>
<tr>
<td>#13</td>
<td>976</td>
<td>924</td>
<td>760</td>
<td>1438</td>
<td>182</td>
</tr>
</tbody>
</table>

3.4. Nucleation in phase transformation. Nucleation is one of the most common physical phenomena in nature, and finding the critical nucleus has attracted much attention in recent years. As an illustration in infinite-dimensional space, we consider the diffuse-interface model proposed in [36]. Only a structural transition is assumed with no compositional changes and the structural difference between the parent phase and the nucleating phase is also assumed to be sufficiently described by a single-order parameter $\eta$. At a given temperature, the free energy dependence on $\eta$ is described by a double-well potential

$$f(\eta) = -\frac{\eta^2}{2} + \frac{\eta^4}{4} - \lambda \frac{3\eta - \eta^3}{4}$$

with local energy wells at $\eta = 1$ and $\eta = -1$, respectively, so that $\lambda$ determines the well depth difference.

The total free energy of an inhomogeneous system described by a spatial distribution of $\eta$ is given by

$$E = \int_{\Omega} \left( f(\eta) + \frac{1}{2} |M \nabla \eta|^2 \right) \, d\mathbf{x}.$$ (3.8)

Here, the domain $\Omega = (-1,1)^d$ is used with $d$ being the space dimension and a periodic boundary condition is used for the order parameter $\eta$. $M$ is the interfacial energy coefficient which is a constant diagonal tensor in $\Omega$ for isotropic interfacial energy.

By the energy variational principle, the natural force is given by

$$F(\eta) = M \Delta \eta + (1 - \eta^2) \left( \eta + \frac{3\lambda}{4} \right).$$ (3.9)

In numerical implementation, we apply the Fourier spectral approximations for the spatial discretization and a semi-implicit scheme for the temporal discretization.
Table 3
Iteration steps of original SDD and OSD for finding the critical nucleus in 2D with $\text{Tol} = 10^{-5}$.

<table>
<thead>
<tr>
<th>$\Delta t$</th>
<th>0.1</th>
<th>0.2</th>
<th>0.3</th>
<th>0.4</th>
<th>0.5</th>
<th>0.6</th>
<th>0.7</th>
<th>0.8</th>
<th>0.9</th>
<th>1.0</th>
</tr>
</thead>
<tbody>
<tr>
<td>SDD</td>
<td>571</td>
<td>297</td>
<td>205</td>
<td>160</td>
<td>132</td>
<td>114</td>
<td>101</td>
<td>91</td>
<td>83</td>
<td>unstable</td>
</tr>
<tr>
<td>OSD</td>
<td>550</td>
<td>546</td>
<td>566</td>
<td>552</td>
<td>552</td>
<td>576</td>
<td>549</td>
<td>556</td>
<td>539</td>
<td>551</td>
</tr>
</tbody>
</table>

The computational domain is $\Omega = [-1,1]^2$ and the number of Fourier modes is $512 \times 512$. Some other parameters are $M = 4 \times 10^{-4}$, $\lambda = 0.1$, $\mu_1 = \mu_2 = \mu_3 = 1$ in the original SDD. The initial condition of the critical nucleus is taken as a tanh profile with a circular shape, and the initial direction is $v = 1 - \tanh^2(x)$.

Numerical simulations show that the critical nucleus has a circular shape with +1 inside and −1 outside of the nucleus [36]. Table 3 shows that the performance of the original SDD highly depends on the time step. Since the optimal time step generally cannot be found a priori, we often have to take a small time step in practice to avoid the instability of the numerical scheme. On the other hand, although the BB method for the OSD uses the fixed stepsize $\Delta t$ at the first step to get the BB stepsize, different time steps $\Delta t$ barely affect the overall performance of the OSD. Moreover, the OSD requires fewer time steps than the SDD with the largest time step, which indicates the effectiveness of the OSD by using the BB method.

4. Conclusions. In this paper, we develop an optimization-based shrinking dimer method for finding saddle points. The dimer rotation and translation steps in the classical dimer method are converted to the corresponding optimization problems so that we can apply the sophisticated optimization methods to speed up the calculation of the saddle point. To keep the coding simple and robust, we begin with a study of the dynamic selection of stepsize, guided by optimization approaches, that requires little additional computation. Specifically, we apply the BB gradient method to implement the OSD system. The BB method is originally designed for solving unconstrained minimization problems. By taking advantage of the original SDD, we are able to extend the BB method to solve the saddle point problem. Although the BB method does not guarantee the energy functional decreases at each iteration, this nonmonotonicity does not harm the fast convergence of the OSD in practice. Various numerical examples demonstrate that the OSD method with the BB stepsize shows superlinear convergence and is significantly faster than the original SDD algorithm. For the analysis, we verify the local stability and superlinear convergence for a specific but representative energy function. The analysis of convergence for more general energy landscapes will be interesting to carry out in the future. Furthermore, the excellent performance of the OSD framework encourages us to incorporate other optimization techniques to effectively capture saddle points and solve more application problems.
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